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Abstract

The selection of fully nonlinear extended oscillating states is analyzed in the context of one-dimensional nonlinear evolution
equations with slowly spatially varying coefficients on a doubly infinite domain. Two types of synchronized structures referred
to assteepand soft global modes are shown to exist. Steep global modes are characterized by the presence of a sharp
stationary front at a marginally absolutely unstable station and their frequency is determined by the corresponding linear
absolute frequency, as in Dee–Langer propagating fronts. Soft global modes exhibit slowly varying amplitude and wave
number over the entire domain and their frequency is determined by the application of a saddle point condition to the local
nonlinear dispersion relation. The two selection criteria are compared and shown to be mutually exclusive. The onset of global
instability first gives rise to a steep global mode via a saddle-node bifurcation as soon as local linear absolute instability is
reached somewhere in the medium. As a result, such self-sustained structures may be observed while the medium is still
globally stable in a strictly linear approximation. Soft global modes only occur further above global onset and for sufficiently
weak advection. The entire bifurcation scenario and state diagram are described in terms of three characteristic control
parameters. The complete spatial structure of nonlinear global modes is analytically obtained in the framework of WKBJ
approximations. © 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction

It is now well established that spatially developing open shear flows may be divided into two classes: some flows
are very sensitive to inflow conditions and essentially behave asnoise amplifiers, others display intrinsic dynamics
and may be interpreted asglobal oscillators[20–22]. The present paper is concerned with the latter class of systems
and examines in detail the synchronized self-sustained structures which they can support. In previous studies, we
have demonstrated the existence of nonlinearsoft global modes[33] andsteep global modes[34]. The objective of
the present investigation is to analyze the bifurcation scenarios which lead from the basic state to either of these
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fully nonlinear structures as the global control parameters are varied. The analysis is carried out in the context
of one-dimensional evolution models with spatially varying coefficients in order to account for the streamwise
development of the basic state.

A variety of physical systems give rise to intrinsic self-sustained oscillations: mixing layers with strong enough
counterflow [46], low-density jets [29,44], cylinder wakes [27,38,45], wakes behind blunt-edged plates [18,19],
thin aerofoil wakes [49], Taylor–Couette flow between concentric spheres [43], Taylor–Couette flow between
circular cylinders with throughflow [5], Rayleigh–Bénard convection with throughflow [31], baroclinically unstable
atmospheric flows [17,37], sunspot cycles [1,28], etc. Many of these flows display a spatially varying basic state,
and hence a spatial dependence of the local instability characteristics. The goal of a global analysis is to obtain
in a self-consistent manner a spatially extended structure made up of wave trains governed by the local properties
of the medium and tuned at an overall global frequencyωg. The unknown global frequencyωg is to be derived
from a nonlinear eigenvalue problem consisting of the evolution equation and associated boundary conditions. The
associated eigenfunction yields the spatial structure of the corresponding self-sustained oscillations. The resolution
of the eigenvalue problem is typically undertaken under the hypothesis of slow spatial variations whereby the
underlying basic state evolves slowly over a typical instability length scale. In this framework, the main objective of
the global mode analysis is to deriveglobal frequency selection criteria from thelocal dispersion relation prevailing
at each streamwise station.

Linear global mode analyses are now fairly complete. Chomaz et al. [7] demonstrated that the complex global
frequency is determined by a saddle point (equivalently a double turning point) condition applied to the local
linear dispersion relation for the linear complex Ginzburg–Landau equation with spatially varying coefficients. This
criterion had previously been discovered and implemented by Soward and Jones [43] to describe oscillating states in
Taylor–Couette flow between concentric spheres. According to Monkewitz et al. [30], the same criterion also holds
for the Navier–Stokes equations linearized about an arbitrary slowly varying basic flow. More recently, Le Dizès
et al. [25] reexamined the case of the spatially varying linear complex Ginzburg–Landau equation and demonstrated
the existence of another family of linear global modes with two simple turning points. The causal nature of these
linear global modes has been established for the same model by Hunt and Crighton [23]: the exact linear impulse
response does converge, for large time, to the most unstable linear global mode. The validity of the linear saddle
point criterion has been fully confirmed in the direct numerical simulations of the Kármán vortex street behind a
blunt-edged plate by Hammond and Redekopp [19].

Paradoxically, the weakly nonlinear extension of these concepts is fraught with difficulties, as emphasized by
Chomaz et al. [6] and Le Dizès et al. [24]: the Landau constant pertaining to the Hopf bifurcation near global mode
onset does not display a well-defined sign as the WKBJ spatial inhomogeneity parameter is decreased. Furthermore,
the weakly nonlinear formulation is only valid in an exponentially small vicinity of threshold.

To obviate such weakly nonlinear studies, it appears natural to resort to a fully nonlinear approach where
fluctuations are of order unity. Such a line of thought has been consistently pursued since the early 1990s in
the framework of nonlinear Ginzburg–Landau type models. The classical absolute/convective instability concepts
introduced in a linear context by Bers [3] and Briggs [4] have been generalized to the fully nonlinear regime by
Chomaz [8]. The absolute/convective nature of the nonlinear dynamics is then directly related to the propaga-
tion direction of the front separating the basic state from the bifurcated state [16,39–41]. The properties of fully
nonlinear global modes on a semi-infinite domain governed by Ginzburg–Landau type equations with constant
coefficients have been thoroughly studied by Couairon and Chomaz [10,12,13]. In this case, a nonlinear global
mode is obtained when an upstream travelling front is halted in its motion by the upstream boundary point. This
event occurs whenever the medium is nonlinearly absolutely unstable in the sense of Chomaz [8]. The reader
is referred to Chomaz and Couairon [9] and Tobias et al. [47] for a corresponding analysis of the finite interval
problem.
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Corresponding fully nonlinear analyses have been performed for the complex Ginzburg–Landau equation with
spatially varying coefficients in infinite media. Two varieties of nonlinear global modes have been identified. Soft
global modes, obtained by Pier and Huerre [33], obey a saddle point frequency selection criterion applied to the local
nonlinear dispersion relation. This criterion is formally analogous to its linear counterpart. The associated spatial
eigenfunction structure displays smoothly varying amplitude and wave number over the entire domain. By contrast,
according to the preliminary results reported by Pier et al. [34], steep global modes are governed by a marginal
linear instability criterion: the steep global frequency is imposed by the real absolute frequency [3] prevailing at the
transition station between local linear convective and absolute instability. This criterion is akin to the linear front
velocity selection principle put forward by Dee and Langer [16]: for a wide class of systems, the speed of the front
separating the basic state from the bifurcated state is such that in the co-moving frame the medium is marginally
linearly absolutely unstable. The steep global spatial structure displays a stationary sharp front at the transition
station with a sudden jump in wave number. In all other regions, the amplitude and wave number are slowly varying.
Similar steep self-sustained structures have been numerically identified and analytically determined in amplitude
evolution models pertaining to solar and stellar magnetic activity cycles by Bassom et al. [1] and Meunier et al.
[28]. The properties of nonlinear global modes governed by the real Ginzburg–Landau equation in a semi-infinite
domain with combined distributed spatial inhomogeneity have been obtained by Couairon [11] and Couairon and
Chomaz [14]. Predicted scaling laws for the amplitude and position of the maximum very favorably compare with
experimental and numerical observations of bluff-body wakes.

The purpose of the present study is two-fold: first, we wish to map out the domains of existence of soft or steep
global modes in an appropriate control parameter space and to characterize the associated bifurcations. Secondly, we
present the detailed asymptotic structure of the various layers and regions which make up their spatial distribution.

Consider a system governed by a one-dimensional nonlinear partial differential equation that is first-order in time
of the form

∂ψ

∂t
= F(∂x;X)[ψ ], (1)

wherex andt represent space and time coordinates, respectively, andX a slow space variable to be defined shortly.
The basic state is assumed to beψ = 0, and the functionψ(x, t) represents the fluctuations riding on the basic
state. In regions of finite amplitude,ψ is governed by the full nonlinear operatorF . In small amplitude regions,ψ
is a perturbation governed by Eq. (1) linearized around the basic state, i.e.,

∂ψ

∂t
= L(∂x;X)[ψ ]. (2)

A crucial assumption of the present investigation is the slow spatial development of the medium as exemplified by
the introduction of the slow spatial variableX in the operatorsF andL. The weak non-uniformity hypothesis is
fulfilled if the ratioε = λ/L between the typical instability length scaleλ and the inhomogeneity length scaleL is
small. As a result of this scale separation, the weak variations of the medium instability properties may be described
through the slow variable

X = εx with ε � 1. (3)

If the slow space variableX is frozen, system (1) becomes a PDE inx and t with constant coefficients which
captures the local properties prevailing at that stationX. In order to construct a global mode it is necessary to “piece
together” local wave trains at differentX by explicitly accounting for the weak coupling between local and global
properties via relation (3).

The outline of this paper is as follows. The essential concepts necessary to carry out this study are introduced
in Sections 2 and 3. Local instability properties whereX is frozen are summarized in Section 2. Emphasis is
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given to the relationship between causality and the spatial response to a localized harmonic forcing (Section 2.3).
In this framework, stationary fronts are shown to naturally arise as the limiting spatial response of the system in
the absence of forcing when the medium is marginally absolutely unstable (Section 2.4). Variations of the local
instability properties over the entireX-domain are analyzed in Section 3. More specifically, the distribution over
X of linear spatial branches (Section 3.2) and nonlinear spatial branches (Section 3.3) is investigated as the global
frequency is varied.

Section 4 is concerned with the determination of the leading-order approximation to the global frequency and
spatial distribution of fully nonlinear synchronized states governed by (1). It contains the essential results concerning
the structure of steep global modes (Section 4.2), the nature of their bifurcation from the basic state (Sections 4.3–4.5),
the structure of soft global modes (Section 4.6), and finally the respective domains of existence of steep and soft
global modes (Sections 4.7 and 4.8) in control parameter space.

Section 5 is devoted to the complete higher-order asymptotic analysis of the various regions and layers which
make up the spatial structure of global modes (cf. Fig. 15). Higher-order corrections to the global frequencies are
then obtained. The results are derived in the general context of system (1) by following a methodology analogous
to that previously used by Bassom et al. [1] and Pier and Huerre [33].

All the results in principle apply to any nonlinear system governed by an equation of the form (1). However,
in order to obtain explicit results and to validate them by direct numerical simulations, we repeatedly use as an
illustrative example the complex Ginzburg–Landau (CGL) equation

i
∂ψ

∂t
=
(
ω0(X)+ 1

2
ωkk(X)k0(X)

2
)
ψ + iωkk(X)k0(X)

∂ψ

∂x
− 1

2
ωkk(X)

∂2ψ

∂x2
+ γ (X)|ψ |2ψ (4)

for a complex functionψ(x, t). For convenience, the CGL equation is written here as derived from the Taylor
expansion of the dispersion relation aroundk0(X) in the same manner as [20]. The precise meaning of all the
quantities appearing in (4) is discussed in detail in Section 2. The complexX-dependent coefficientsω0(X) and
k0(X)denote the usual local absolute frequency and wave number, respectively, whileωkk(X) is the second derivative
of the linear dispersion relation with respect to the wave numberk. The complex Landau “constant”γ (X) is chosen
so that nonlinearities are stabilizing everywhere (supercritical bifurcation), i.e.,γi(X) ≡ Im γ (X) < 0 for all X.
In the entire paper, the fieldψ(x, t) is assumed to be advected in the positivex-direction everywhere to mimic
the dynamics of open flows. As demonstrated in Section 4.8, this assumption is equivalent tok0,i(X) < 0 for
all X. Thus, the increasing and decreasingx-directions will be referred to as “downstream” and “upstream”,
respectively. The Ginzburg–Landau model (4) has been shown to successfully describe a large range of pattern
formation phenomena [15,26,32]. Here this idealized representation of spatially developing flows is invoked as a
specific example. Similar conclusions may be shown to hold for real flows governed by the Navier–Stokes equations
[35,36].

2. Local instability properties

Under the assumption that the governing equation only depends on space through the slow variableX, local
characteristics of the medium are recovered by freezingX in (1) and studying the corresponding strictly uniform
medium. In the sequel, “local” always refers to properties of spatially uniform systems obtained by extending the
medium at a specific downstream stationX towardsx = ±∞. At this local level of analysis,X andx are then
considered to be independent: the fast componentx is involved in spatial differentiation whereasX plays the part
of an independent control parameter. The rigorous asymptotic analysis re-establishing the link betweenx andX via
(3) in terms of WKBJ approximations [2] is postponed to Section 5.
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In this section, the properties of infinite spatially uniform media governed by an equation of the form

∂ψ

∂t
= F(∂x)[ψ ] (5)

are reviewed. The results are applicable to any nonlinear operatorF(∂x) = F(∂x;X0) derived from (1) for some
fixed locationX = X0. Explicit forms are obtained for the uniform CGL equation

i
∂ψ

∂t
=
(
ω0 + 1

2
ωkkk

2
0

)
ψ + iωkkk0

∂ψ

∂x
− 1

2
ωkk

∂2ψ

∂x2
+ γ |ψ |2ψ. (6)

The linear properties dictating the dynamics of small amplitude perturbations are routinely obtained. The main
assumption used throughout the study is that (5) admits a continuous family of nonlinear travelling waves. This is
guaranteed as long as the nonlinearities are supercritically stabilizing, as demonstrated below.

Small amplitude perturbations are governed by the counterpart of (5) linearized aroundψ = 0,

∂ψ

∂t
= L(∂x)[ψ ]. (7)

Any perturbation is a superposition of elementary waves ei(kx−ωt) where the complex wave numberk and frequency
ω satisfy the linear dispersion relation

ω = Ω l(k) ≡ iL(ik). (8)

For Eq. (6), it takes the simple form

ω = ω0 + 1
2ωkk(k − k0)

2, (9)

where it is assumed thatωkk,i ≡ Imωkk < 0 in order to enforce causality (see Section 2.3).
Dispersion relation (8) governs all linear properties of the system. Three situations are of particular interest: the

temporal evolution problem, the impulse response, and the spatial response problem.

2.1. Temporal evolution and nonlinear dispersion relation

A spatially harmonic perturbationψ(x, t = 0) = Aeikx+c.c. of real wave numberk and small amplitudeA � 1
initially evolves according to the linear dispersion relation (8). Its linear temporal growth rate isΩ l

i (k) ≡ ImΩ l(k).
Two typical variations ofΩ l

r andΩ l
i with k are sketched by solid lines in Fig. 1. WheneverΩ l

i (k) > 0, the
wave is temporally amplified and eventually governed by the full nonlinear equation (5). Assume that stabilizing
nonlinearities lead to a fully nonlinear travelling wave of the form

ψ(x, t) = Ψ (kx− ωt; k), (10)

whereω is a real frequency and the functionΨ (θ; k) is 2π periodic inθ . This one-parameter family of nonlinear
solutions parameterized byk is characterized by the nonlinear dispersion relation

ω = Ωnl(k), (11)

represented by the dashed curves in Fig. 1a and c. The travelling waves (10) and dispersion relation (11) are the
nonlinear counterparts of the linear normal modes ei(kx−ωt) and dispersion relation (8). Since the medium is assumed
to be supercritical, nonlinear solutionsΨ (θ; k) only exist in the unstable wave number range defined byΩ l

i (k) > 0.
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Fig. 1. Linear and nonlinear temporal branches of the CGL equation. (b), (d) Temporal growth rateΩ l
i (k) as a function of the real wave number.

Unstable wave numbers lie in the rangek1 < k < k2. (a), (c) The nonlinear temporal branchΩnl(k) (dashed curves) is defined in the unstable
wave number range and is connected to theΩ l

r(k) curve (solid lines) at the neutrally stable boundaries whereω1 = Ω l(k1) = Ωnl(k1) and
ω2 = Ω l(k2) = Ωnl(k2). The nonlinear branch may be (a) monotonous or (c) exhibit an extremum, atω?.

As the boundaries of this range are approached, the linear growth rate vanishes as well as the nonlinear saturation
amplitude ofΨ (θ; k). In the neutrally stable limit, the nonlinear frequency equals the linear real frequency,

Ωnl(k) = Ω l(k) when Ω l
i (k) = 0 (12)

(see Fig. 1). In weakly unstable media, the unstable wave number range is small and in general the nonlinear
frequency is a monotonous function of the wave number (Fig. 1a). Further above threshold, the unstable wave
number range increases and the nonlinear temporal branchΩnl(k) may exhibit an extremumω? (Fig. 1c). As a
result, one value ofω may be associated to two distinct wave numbers as further discussed in Section 2.3.

In general, the functionsΨ as well asΩnl cannot be calculated analytically. They are obtained by performing a
numerical simulation in a spatially periodic interval of wavelength 2π/k [35,36]. In the particular case of the CGL
equation (6), nonlinear solutions are explicitly obtained as finite amplitude harmonic waves,

ψ(x, t) = R(k)exp{i[kx−Ωnl(k)t ]},
with

Ωnl(k) = Im(γ ?Ω l(k))

Im γ ?
, R2(k) = Im(Ω l(k))

Im γ ?
,

where the superscript? denotes the complex conjugate. Recall that the condition of stabilizing nonlinearities implies
γi < 0.

2.2. Impulse response and absolute instability

Unstable systems may be further characterized by studying their response to an impulsive localized perturbation
[3,4,20–22]: in an unstable medium, at least one growing wave packet develops from the impulse location. If the
growing wave packet moves away from its source and eventually leaves the medium unperturbed, the instability
is said to beconvective. If, by contrast, the instability grows in place and invades the system both upstream and
downstream, the instability is said to beabsolute. The convective or absolute nature of the instability depends on the
absolute frequencyω0 associated with the absolute wave numberk0 defined by a zero group velocity condition as

ω0 = Ω l(k0),
dΩ l

dk
(k0) = 0. (13)
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The medium is absolutely unstable (AU) ifω0,i > 0, convectively unstable (CU) ifω0,i < 0. The form (6) in which
the CGL equation has been cast explicitly puts forward its dependence onω0 andk0.

2.3. Spatial response and causality

Consider the response of the medium to a localized time-harmonic excitation. The response to a forcing of real
frequencyωf and amplitudeAf , switched on att = 0, is governed by the signaling problem

∂ψ

∂t
= F(∂x)[ψ ] + Af δ(x)H(t)e−iωf t + c.c. (14)

with H denoting the Heaviside unit step function andδ the Dirac delta function.
For small amplitude forcing (Af � 1), the response in the neighborhood of the forcing location is governed by

the linear spatial problem withF replaced byL in (14). Switching on the forcing att = 0 produces a transient
wave packet together with the steady-state response at the forcing frequency. Whenever the medium is stable or
convectively unstable, transients decay or move away out of the system, and the longtime response is established
at the forcing frequency. When the medium is absolutely unstable, switch-on transients overwhelm the response at
the forcing frequency and the signaling problem (14) is ill-posed [3,4]. Hence, we only consider the spatial problem
(14) for at most CU systems. The steady-state linear response is made up of normal modes ei(kx−ωf t) satisfying
ωf = Ω l(k). For a givenωf , this linear dispersion relation in general admits several solutionskl

m(ωf ) indexed by
m, the number of which very much depends on the particular form ofΩ l(k).

Causality requires thatψ = 0 for all t < 0. Using a residue calculation in the complexω-plane to solve (14)
withF replaced byL, and assuming that temporal growth rates are bounded (max{Ω l

i (k), k real} finite), it is readily
shown [3,4,20] that the spatial brancheskl

m either pertain to the downstream (x > 0) or to the upstream (x < 0) re-
sponse to forcing. The downstream (upstream) branches are denoted bykl+

m (kl−
m ). For a given real forcing frequency

the distribution of the spatial brancheskl
m(ω) into + or − branches is derived, according to classical arguments

[3,4], from an examination of the complete linear dispersion relationΩ l(k) in the entire complexk-plane. In the
sequel, spatial branches are said to be causal+ or causal− branches according to whether they prevail downstream
(x > 0) or upstream (x < 0) of the forcing location. Hence, causality always refers to the spatial response to a
localized harmonic forcing.

For simplicity assume thatΩ l(k) exhibits a single second-order branch pointω0 with only two spatial branches
kl+ andkl−, as in the case of the CGL dispersion relation (9) where

kl±(ω) = k0 ±
√

2
ω − ω0

ωkk
. (15)

The spatial growth rate of the response depends onkl
i ≡ Im kl . The downstream response decays for frequencies

such thatkl+
i (ω) > 0; upstream decay occurs whenkl−

i (ω) < 0. This is always the case for stable media (Fig. 2a).
Whenever a linear spatialkl+(ω) branch is amplified, nonlinear terms have to be taken into account at some distance
from the source, however small the forcing amplitude. When the response reaches finite amplitude, nonlinear
saturation prevents further amplification and leads to a nonlinear travelling wave at the excitation frequency for
some real wave numberknl (Fig. 2b). Since the nonlinear wave train is asymptotically reached far downstream of the
source, it is denoted asknl+(ω). This nonlinear wave train would also be obtained in a temporal evolution problem
at the same wave number. Thus, the forcing frequencyωf and the nonlinear response wave numberknl+ again
satisfy the nonlinear dispersion relation (11). Hence, nonlinear spatial branchesknl±(ω) may formally be obtained
by solving (11) for a given frequency. Following the convention of the “front community” [42], the superscripts+
and− in this formal definition are assigned according to the sign of the “nonlinear group velocity” dΩnl/dk. In
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Fig. 2. Response to time harmonic forcing applied atx = 0. (a) Upstream and downstream decaying response in a stable or CU medium. (b)
Linearly amplified downstream response and nonlinearly saturated solution in a CU medium. (c) Stationary front in a marginally absolutely
unstable medium. Note that slope discontinuity at the forcing location has vanished. Dashed lines indicate exponentially growing branches in
the linear approximation.

the situation of Fig. 1a, onlyknl+(ω) exists forω1 < ω < ω2, whereas both nonlinear spatial branches appear for
the situation in Fig. 1c:knl+(ω) for ω? < ω < ω2 andknl−(ω) for ω? < ω < ω1. These definitions ofknl+(ω)
andknl−(ω) branches apply to CU as well as AU systems. We stress, however, that only those branches accessible
via a spatial response problem in a CU medium have causal meaning. In particular, due to the choice of a basic
advection towardsx = +∞, only the downstream response may be spatially amplified, and theknl−(ω) branch is
never accessible via a forcing problem.

2.4. Stationary fronts as spatial response without forcing

Many studies [16,39–42] have been devoted to the derivation of selection criteria for propagating fronts connecting
an unstableψ = 0 state to a fully nonlinear saturated state in a uniform medium. In situations where the front velocity
is linearly selected [16,40], the front moves towards its decaying edge in AU media, towards its finite-amplitude
edge in CU media. A stationary front is then precisely obtained when the medium is exactly at the CU/AU transition.
The same stationary front solution may be recovered in the context of the spatial response to time-harmonic forcing
as discussed below.

Consider the signaling problem (14) in a uniform medium

∂ψ

∂t
= F(∂x;X)[ψ ] + Af δ(x)H(t)e−iωf t + c.c., (16)

where the frozen slow scaleX has been explicitly introduced as an external control parameter. Let us examine
how the response to a localized forcing of frequencyωf varies with the parameterX which controls the instability
properties of the medium. Assume that the medium is stable or CU forX < Xca and marginally AU atX = Xca,
i.e.,ω0,i(X) < 0 for X < Xca andωca

0 ≡ ω0(X
ca) real. Letkca

0 ≡ k0(X
ca) denote the complex absolute wave
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number at the CU/AU transition. Since basic advection is assumed to be in the positivex-direction,kca
0,i < 0, as

shown in Section 4.8.
Let us use as an illustrative example the CGL equation (4) with forcing as in (16). Upon making use of the

associated linear dispersion relationΩ l given by (9) and invoking continuity of the solution atx = 0, the exact
longtime linear response is obtained as

ψ(x, t) = 2Af

ωkk(X)

exp{i[kl±(X, ωf )x − ωf t ]}
kl+(X, ωf )− kl−(X, ωf )

+ c.c. (17)

The eik
l+x and eik

l−x branches naturally pertain to the regionsx > 0 andx < 0, respectively. In order to obtain a
normalized response such that max|ψ(0, t)| = α, the forcing amplitude is adjusted to the level

Af (X, ωf ) = 1
4αωkk(X)[k

l+(X, ωf )− kl−(X, ωf )]. (18)

If α � 1, the linear response is guaranteed to remain valid in a neighborhood ofx = 0 even though the response
may reach a finite amplitude further downstream.

If the medium is stable for largeX < 0, both upstream and downstream parts of the response decay, i.e.,
kl+

i (X, ωf ) > 0 andkl−
i (X, ωf ) < 0 for largeX < 0 (cf. Fig. 2a). As the control parameterX and forcing frequency

ωf are varied continuously to approach the limitXca, ωca
0 , the downstream responsekl+ is eventually amplified,

whereas the upstream branchkl− still decays (Fig. 2b). Indeed, by definition ofωca
0 (see also (15)) both spatial

branches meet atX = Xca andωf = ωca
0 , i.e.,

kl+(Xca, ωca
0 ) = kl−(Xca, ωca

0 ) = kca
0 .

Sincekca
0,i < 0, it is therefore guaranteed thatkl+

i (X, ωf ) changes sign and becomes negative as(X, ωf ) approach

(Xca, ωca
0 ), while kl−

i (X, ωf ) does not. In such a regime, the downstream growing responseα exp[ikl+(X, ωf )x]
reaches a finite amplitude atx ∼ ln α/kl+

i > 0. At this station, the linearly growing wavekl+(X, ωf ) gives way to
its nonlinear counterpartknl+(X, ωf ).

In the stable or convectively unstable regime (X < Xca), both the spatial growth rate and wave number are
discontinuous atx = 0, i.e.,kl+ 6= kl−. The forcing location is then a singular point of the total response (Fig. 2a
and b). When(X, ωf ) → (Xca, ωca

0 ), the medium approaches absolute instability and both brancheskl+(X, ωf )

andkl−(X, ωf ) tend towardskca
0 . Thus, in this process, the slope discontinuity in the response atx = 0 smoothes

out. Moreover, according to (18), the forcing amplitudeAf (X, ωf ) required to maintain the normalization condition
max|ψ(0, t)| = α vanishes. Thus, in the marginally AU regimeX = Xca, a smooth stationary front of frequency
ωf = ωca

0 prevails without any forcing (Fig. 2c). This front directly connects the upstream linearkl− branch to
the downstream nonlinearknl+ branch. As mentioned in Section 2.3, the+ and− notations have causal meaning
only in CU systems. The previous argument indicates that, in a marginally AU system, the two branches on both
sides of a front are still determined by causal considerations through a continuation procedure from the CU side.
From the above discussion, a stationary front in a spatially uniform system is obtained for zero amplitude forcing
whenever the medium becomes marginally AU and the forcing frequency equals the corresponding real absolute
frequencyωca

0 . This strategy may be implemented numerically to obtain front-like structures not only in the context
of one-dimensional evolution equations (16) but also in more complex systems, e.g., wake flows governed by the
Navier–Stokes equations [35,36].

3. Spatial variations of local instability properties

The previous results derived for spatially uniform media also yield the local linear and nonlinear instability
characteristics of weakly nonuniform media, provided that the control parameterX now be interpreted as the slow
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streamwise coordinate. The respective dispersion relations at each stationX read

ω = Ω l(k,X), ω andk complex, (19)

ω = Ωnl(k,X), ω andk real. (20)

The local linear dispersion relation pertains to any complex wave number whereas the local nonlinear dispersion
relation is defined only for real wave numbers associated with a positive temporal growth rateΩ l

i (k,X) > 0. In
strictly uniform media, linear normal modes are sought in the formψ = Aexp{i[kl(ω)x − ωt ]} + c.c. In weakly
nonuniform media, such modes are replaced by

ψ = A(X)exp

(
i

ε

∫ X

kl(u, ω)du− iωt

)
+ c.c. (21)

As demonstrated in the classical WKBJ procedure carried out in Section 5, the local linear wave numberkl(X, ω)

necessarily satisfies the local linear dispersion relation (19). In strictly uniform media, nonlinear travelling waves are
sought in the formΨ [knl(ω)x −ωt; knl(ω)] (10). In weakly nonuniform media, such travelling waves are replaced
by slowly modulated wave packets of the form

ψ ∼ Ψ

(
1

ε

∫ X

knl(u, ω)du− ωt +Θ(X); knl(X, ω),X

)
, (22)

where the local nonlinear wave numberknl(X, ω) satisfies the nonlinear local dispersion relation (20). The slowly
varying functionsA(X) andΘ(X) appearing in (21) and (22), respectively, are obtained in the complete asymptotic
analysis (Section 5).

The objective of this section is then to study the changing topology of linear complexkl and nonlinear realknl

spatial branches as the global real frequency is varied. The globally synchronized structures obtained in Sections 4
and 5 crucially depend on these spatial branches.

3.1. Instability domains

Let us first introduce the regions of local convective or absolute instability in physicalX-space and determine the
domain of existence of nonlinear wave trains in(X, k)-space. The local absolute frequencyω0(X) and wave number
k0(X) are derived from the local linear dispersion relation (19) as in (13). The local convective or absolute nature
of the medium is determined by the sign ofω0,i(X). In a typical situation of interest, absolute instability occurs in a
central finite domain. For definiteness, considerω0(X) to be of the parabolic form sketched in the complexω-plane
in Fig. 3a:ω0,i(X) is an increasing–decreasing function ofX with a single maximumωmax

0,i reached atX = Xmax.
Wheneverωmax

0,i > 0, there exists a finiteAU domain,Xca< X < Xac, defined as the region whereω0,i(X) > 0.
Its boundariesXca andXac are the stations where the local absolute frequency is real,ωca

0 ≡ ω0(X
ca) andωac

0 ≡
ω0(X

ac), respectively.
The domain of local instability, characterized by unstable real wave numbers,Ω l

i (k,X) > 0, defines thenonlinear
balloonin the(X, k)-plane (Fig. 3b). In theX-direction, the balloon extends beyond the AU domain to the stations
of linear neutral stability, denotedXsc andXcs. At each unstable location, the nonlinear balloon extends in the
k-direction over the local unstable wave number range. Note that, due to causality, large wave numbers are always
temporally decaying; thus, the nonlinear balloon is necessarily bounded in thek-direction.

A typical system, therefore, displays the following structure: a central AU domainXca < X < Xac of finite
extent, surrounded by two CU regionsXsc < X < Xca andXac < X < Xcs, which in turn are embedded in
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Fig. 3. (a) Locus of the local absolute frequencyω0(X) in the complex frequency plane for−∞ < X < +∞. The AU intervalXca < X < Xac

is associated withω0,i(X) > 0. (b) Nonlinear balloon of the CGL equation in the(X, k)-plane defined byΩ l
i (k,X) > 0 and bounded by the

curve of neutral stabilityΩ l
i (k,X) = 0. In theX-direction the balloon spans the domain of local linear instabilityXsc< X < Xcs and extends

beyond the AU interval.

two semi-infinite stable regions extending toX = ±∞. As mentioned in Section 4.1, one may relax the stability
requirement atX = ±∞ and the medium may remain CU toX = ±∞.

3.2. Linear spatial branches

The loci of linear spatial brancheskl(X, ω) as functions ofX is now qualitatively discussed in the complex
k-plane for different values of the complex frequencyω. Such an analysis will illustrate the relationship between the
behavior of linear spatial branches and the local CU/AU properties of the medium. Linear spatial brancheskl(X, ω)

are obtained by solving the local linear dispersion relation (19) for a given frequencyω. In the case of the CGL
equation (4) they read

kl±(X, ω) = k0(X)±
√

2
ω − ω0(X)

ωkk(X)
. (23)

In Section 2.3, the choice of the+ and− branches was shown to be dictated by causality for real frequencies in
stable or CU media. The fate of spatial branches in the AU rangeXca < X < Xac is now examined for different
frequencies in the complexω-plane, as illustrated for the CGL equation in Fig. 4.

As a result of causality [3,4], the spatial brancheskl±(X, ω) do not cross thekr-axis in the complexk-plane for
large enoughωi > 0. For such frequencies far above the absolute frequency curve{ω0(X)} (cf. Fig. 4a), thekl+

(kl−) branch is globally defined as the one located in the upper (lower) halfk-plane for all realX. Thekl±(X, ω)
branches continuously deform asω is varied. They may cross thekr-axis for finite values ofX (Fig. 4b–d), but
remain in the same halfk-plane forX → ±∞. Asω is kept above the curve{ω0(X)} (denoted byω � {ω0(X)}), no
branch switching may occur (Fig. 4b–d) as readily seen by inspection of Eq. (23). This property yields definitions
of thekl± branches that remain uniformly valid inX, for all complex frequenciesω � {ω0(X)}, even though the
medium may be locally AU.

Whenω ∈ {ω0(X)}, sayω = ω0(X0), the twokl± branches pinch atk0(X0) for X = X0 (Fig. 4e illustrates the
case of particular interest whereX0 = Xca). For frequenciesω ≺ {ω0(X)} below the absolute frequency curve, the
continuouskl curves connect the upper and lower halfk-planes asX is varied from−∞ to +∞ (Fig. 4f). Global
kl± branches can no longer be defined, but the+ and− superscripts may still be assigned according to causality in
the distinctX < Xca andX > Xac regions represented by thick lines in Fig. 4. Forω ≺ {ω0(X)} (Fig. 4f), thekl−

branch forX < Xca is connected to thekl+ branch in the regionX > Xac, across the AU domain (part of the curve
being represented by a thin line).

These considerations apply in particular to realω. For frequencies outside theωca
0 –ωac

0 interval, i.e.,ω � {ω0(X)},
the kl+ andkl− branches are globally defined, although causality considerations do not apply in the central AU
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Fig. 4. (a–f) Loci of linear spatial brancheskl(X, ω) of CGL equation in the complexk-plane for frequenciesω indicated in the complex
frequency plane on top sketch. Arrows on the curves indicate direction of increasingX. Thick lines pertain to the stable or CU regionsX < Xca

andX > Xac, thin lines to the central AU regionXca < X < Xac. (a–d) For frequenciesω � {ω0(X)}, the spatial brancheskl±(X) remain
distinct and are located in the same halfk-plane forX → ±∞, but they may cross thekr-axis for finite values ofX. As the frequency approaches
theω0(X) curve, the spatial branches move closer to each other. (e) For a frequency located on theω0(X) curve, hereω = ω0(X

ca), pinching
occurs at the corresponding absolute wave number, here atk = kca

0 , whenX = Xca. (f) Whenω ≺ {ω0(X)}, the continuous curves connect the
upper and lower halfk-planes asX → ±∞. Definition askl± branches still holds in the distinct CU domainsX < Xca andX > Xac, but not
in the central AU region.

domain. For frequencies in theωca
0 –ωac

0 interval, i.e.,ω ≺ {ω0(X)}, thekl+ andkl− branches turn one into the other
across the AU domain.

3.3. Nonlinear spatial branches

The goal of this section is to describe synthetically the qualitative properties of the nonlinear spatial branches
knl(X, ω) as functions ofX for different values of the real frequencyω. Finite amplitude waves are governed by the
nonlinear dispersion relation (20). Fig. 5 illustrates its properties in the case of the CGL equation, by projecting the
surface defined asω = Ωnl(k,X) in the(X, k, ω)-space onto the(X, k)-plane. Nonlinear spatial branchesknl(X, ω)

for a given real frequencyω are obtained as the level contoursΩnl(k,X) = Cst indicated by long dashed lines.
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Fig. 5. Projection of the CGL nonlinear dispersion relation surfaceω = Ωnl(k,X) on the(X, k)-plane. Nonlinear spatial branchesknl+(X, ω)
andknl−(X, ω) represented by constant frequency level curves (dashed lines) live within the nonlinear balloon bounded by the neutral stability
boundary (thick solid line). Nonlinear spatial branches display a saddle structure and, by convention,knl+ andknl− refer to the upper and lower
regions on either side of the steepest descent curve (thick dotted line) emerging from the saddle pointXnl

s , k
nl
s (solid dot) corresponding to

the frequencyωnl
s . The real partskl±

r of the linear spatial branches (thin solid lines) are also shown outside the nonlinear balloon for the same
frequencies as the nonlinear branches. Note their continuous connection at the neutral stability boundary.

Nonlinear wave trains only exist inside the nonlinear balloon of the(X, k)-plane, defined byΩ l
i (k,X) > 0 (see

Fig. 3b). Its neutrally stable boundary characterized byΩ l
i (k,X) = 0 is represented by the thick closed curve in

Fig. 5. Since the nonlinear dispersion relationω = Ωnl(k,X) is always a single-valued function ofk, the mapping in
the(X, k)-plane is one-to-one and all the nonlinear solutions are contained inside the neutral stability boundary. By
contrast,knl(X, ω) is not ensured to be a single-valued function ofω. We have deliberately chosen a configuration
displaying this double-valuedness, which is made manifest here by the saddle point structure in the dashed contour
levelsΩnl(k,X) = Cst. Following the definition adopted in Section 2.3, the nonlinear spatial branches are labeled
knl+ andknl− according to the sign of the “nonlinear group velocity”∂Ωnl/∂k. Accordingly, theknl+ andknl−

domains of Fig. 5 are precisely connected via the steepest descent curve (short dashed line) emerging from the
saddle point (solid dot).

In order to emphasize the relationship between linear and nonlinear branches, the linear spatial brancheskl±(X, ω)
have also been displayed by thin solid lines in Fig. 5 through their real partkl±

r (X, ω) at the same frequencies. Note
that linear branches continuously connect to nonlinear branches at the neutral stability boundary. This property is
not surprising: at the neutral stability boundary in the(X, k)-plane, the linear branchkl(X, ω) is purely real and
equals its nonlinear counterpartknl(X, ω).

As discussed in Section 3.2 (Fig. 4), the linear spatial branches are globally defined askl+ orkl− forω � {ω0(X)}.
While lowering the frequency, starting from large positive values, thekl+ and/orkl− branch may cross thekr-axis in
the complexk-plane (Fig. 4b–d). As this linear wave number branch moves into the opposite halfk-plane, it becomes
spatially amplified and gives birth to a nonlinear branch. This corresponds in the(X, k)-plane to the emergence of
aknl branch connected at the boundary of the nonlinear balloon to akl

r branch (Fig. 5).
By further lowering the frequency, switching between the nonlinear branches may take place, as implied by the

saddle structure of the dashed curves in Fig. 5. When the frequency decreases, pinching betweenknl− andknl+ will
take place forω = ωnl

s at the saddle point(Xnl
s , k

nl
s ) of the nonlinear dispersion relation (20) in the(X, k)-plane.

Below this saddle point frequency, the nonlinear spatial branches move into the left- and right-hand sectors bounded
by the saddle point asymptotes. For a given frequency in this range, nonlinear spatial branches are indeed generated
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at the boundary of the nonlinear balloon but they fail to exist in the heart of the nonlinear region surrounding the
saddle point. This behavior is provoked by the merging ofknl+ andknl− on the steepest descent line (thick dotted
line of Fig. 5) and their subsequent disappearance. The implications of such a nonlinear saddle point structure on
global mode selection are profound, as discussed in Section 4.6.

4. Globally synchronized structures

Having investigated local instability properties of the spatially developing medium, we now turn to the study
of globally synchronized solutions of system (1) and associated bifurcations. Such global modes are defined as
stationary time-periodic solutions satisfying

ψ

(
x, t + 2π

ωg

)
= ψ(x, t),

whereωg is the global real frequency. Selection criteria for self-sustained global oscillations are derived below and
the leading-order approximations of their global frequency and spatial structure are obtained. The properties of the
medium which dictate the selected global mode type are identified and the ensuing bifurcations are analyzed as
global control parameters are varied.

4.1. Boundary conditions and nonlinear eigenvalue problem

To completely determine the global mode problem, proper boundary conditions in connection with Eq. (1) have
to be specified. Global modes are defined as intrinsic oscillations which are due to the dynamics of the central
region and not to perturbations invading the system fromX = ±∞. Consequently, the boundary conditions must
be causal: the solution close to the boundaries is necessarily dictated by the intrinsic oscillations occurring in the
central region. Thus, far downstream nearX = +∞ the solution is necessarily made up of a+ branch caused by
the dynamics governing the central region upstream of it. Similarly, the solution necessarily involves a− branch
towardsX = −∞. Such boundary conditions atX = ±∞ will be referred to as causal.

When the medium is assumed to be stable in the far downstream and upstream regions, causal boundary conditions
are equivalent with decaying ones. Indeed, in the stable regions no nonlinear solutions exist. Causality then requires
a linearkl+ (kl−) branch towardsX = +∞(−∞). Due to stability,kl+

i > 0 andkl−
i < 0, thus the solution

necessarily decays towardsX = ±∞.
However, the medium may remain CU up toX = ±∞. In such instances, decaying boundary conditions are not

necessarily fulfilled. However, causality still holds: if the solution remains fully nonlinear down toX = +∞, it is
there necessarily made up of theknl+ branch only. Thus, proper boundary conditions for the global mode problem
do not necessarily require exponential decay, provided they satisfy causality.

Since a global mode is a solution over the entireX-axis, it necessarily connects a− branch atX = −∞ to
a + branch atX = +∞. This crossover from− to + branches may only be achieved for specific frequencies.
The search for global modes is thus a nonlinear eigenvalue problem for the global frequencyωg. The manner in
which this crossover takes place in the central region gives rise to different types of global modes as described
below.

4.2. Steep global modes

According to Pier et al. [34], the spatial structure of steep global modes is characterized by the presence of a
sharp front at the upstream boundaryXca of the AU region. The sketch in Fig. 6a represents the envelope|ψ | and
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Fig. 6. Structure of steep global mode obtained by direct numerical simulation of CGL equation. (a) Envelope|ψ | and real partψr as functions of
downstream distanceX. The sharp front located at the upstream boundaryXca of AU region initiates the fully nonlinear development extending
down to the neutral stationX2. (b) Analytically computed linear spatial brancheskl±(X) of steep global frequencyωca

0 in the complexk-plane.
Pinching occurs for the absolute wave numberkca

0 atX = Xca. Thick lines pertain to the stable or CU regionsX < Xca andX > Xac, thin lines
to the central AU regionXca < X < Xac. (c) Corresponding linearkl±

r (solid) and nonlinearknl+ (dashed) spatial branches in the(X, k)-plane.
Local wave number of simulation in (a) follows path indicated by thick line. Three domains are identified: thekl− branch prevails in the upstream
linear l− regionX < Xca; the front atXca is associated with a jump in wave number, and in its wake theknl− branch develops in the fully
nonlinear nl+ domainXca < X < X2 extending towards the boundary of the nonlinear balloon (shaded); thekl+ branch continuously takes
over in the linear l+ region downstream of the neutral stationX2.

real partψr of a steep global mode obtained by direct numerical simulation of the CGL equation (4). The length
of the computational domain isL = 102. Linear and parabolic variations are, respectively, used forω0,r(X) and
ω0,i(X), as in Fig. 3a, so thatωca

0 = 0.4,ωac
0 = 0,ωmax

0,i = 0.5 andXca = 3
16L,Xac = 11

16L. Other coefficients take
the constant valuesk0 = 0.5 − 0.8i, ωkk = 1 − i andγ = 0.1 − i.

The front at the locationXca of marginal absolute instability [ω0,i(X
ca) = 0] is precisely of the type obtained

in Section 2.4: it oscillates at the real absolute frequencyωg = 0.42 ∼ ωca
0 = 0.40 and allows a crossover

between the upstreamkl− and the downstreamknl+ branches. Indeed, in Fig. 6c the numerically obtained local
wave number Re((−i/ψ)∂ψ/∂x) represented by a thick line follows the corresponding analytically determined
kl±

r (X, ω
ca
0 ) (thin solid curves) andknl+(X, ωca

0 ) (thin dashed curve). The exponential decay of the upstream tail
of the front is determined by the imaginary part of the corresponding absolute wave numberkca

0 ≡ k0(X
ca). The

upstreamkl−(X, ωg) branch extending towardsX = −∞ is precisely generated at the pinch pointX = Xca in
the complexk-plane (Fig. 6b). As depicted in the(X, k)-plane of Fig. 6c, nonlinear travelling waves following the
knl+ branch prevail in the regionXca < X < X2 extending down to the locationX2 where theknl+ branch meets
the boundary of the nonlinear balloon in the(X, k)-plane. At the neutrally stable stationX2 the amplitude of the
nonlinear travelling wave vanishes and the linear branchkl+(X, ωg) continuously takes over in the downstream
linear regionX > X2.

The following frequency selection criterion then holds: the steep global frequencyωg is given by the real absolute
frequencyωca

0 prevailing at the front locationXca separating the CU and AU regions. In other words,

ωg = ω0(X
ca), ω0,i(X

ca) = 0. (24)

The front atXca effectively acts as a wave maker for the entire flow. It may be interpreted as a local oscillator
inducing the linear upstream− branch and the nonlinear downstream+ branch.
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4.3. Saddle-node bifurcation to steep global modes

It should be noted that the steep global mode criterion (24) is also fulfilled by the absolute frequencyωac
0 prevailing

at the downstream boundaryXac of the AU region. Thus, wheneverωmax
0,i > 0, two steep global modes exist: one

of frequencyωca
0 with a front at the upstream boundaryXca of the AU region and one of frequencyωac

0 with a front
at its downstream boundaryXac (see Fig. 3a). Whenωmax

0,i < 0, no AU region is present and no steep global mode
exists. Thus,ωmax

0,i constitutes the global control parameter governing the existence of steep global modes. When
ωmax

0,i is varied, transition to steep global modes occurs via a saddle-node bifurcation atωmax
0,i = 0 as demonstrated

below.
The spatial structure of a solution with a front atXca has been detailed in the previous section. The structure

of a solution with a front atXac is similar. Indeed, both linearkl±(X, ωac
0 ) branches equalkac

0 ≡ k0(X
ac) at

X = Xac. Due to the assumptionk0,i < 0, thekl− branch is again exponentially damped while thekl+ branch is
amplified. As a result, nonlinear travelling wavesknl+ are only present downstream of the front (X > Xac) and
linear damped waveskl− upstream of the front (X < Xac). Thus, the nonlinear part of such a global mode extends
in the downstream CU region, whereas the central AU domain is covered by an exponentially decaying upstream
tail.

Let us now show that an upstream front is a stable configuration whereas a downstream front is unstable. Consider
a small displacement of the upstream front from its equilibrium locationXca towardsX > Xca. The front now
experiences a slightly AU medium, hence, according to Dee and Langer [16], the nonlinear part grows and the front
propagates towards its decaying edge, i.e., upstream. When this front is displaced towardsX < Xca, it penetrates
into a CU region and is thus pushed downstream. In any case the front is seen to return to its equilibrium position
Xca. Thus, the corresponding steep global mode is an attractor onto which direct numerical simulation converges.

On the contrary, a downstream front displaced from its equilibrium positionXac towards the AU regionX < Xac

continues to propagate upstream and completely invades the AU domain. When the front is displaced towards the
CU regionX > Xac, it is swept away downstream towardsX = +∞. A downstream front is therefore unstable.

Thus whenωmax
0,i > 0, a pair of steep global modes exists: the mode with a front at the upstream (resp. downstream)

boundary of the AU region is stable (resp. unstable). In the limitωmax
0,i ↓ 0, the AU domain shrinks and the front

locations move in closer to each other,Xca ↑ Xmax andXac ↓ Xmax. Whenωmax
0,i = 0 both front frequenciesωca

0
andωac

0 equalω0(X
max), and both steep global modes coincide. Whenωmax

0,i < 0, the domain is nowhere AU and
no steep global mode exists.

This behavior is typical of a saddle-node bifurcation: while decreasing the bifurcation parameterωmax
0,i , a stable

and an unstable solution meet and disappear at the critical valueωmax
0,i = 0. Note that in general the steep global

mode remains fully nonlinear for allωmax
0,i > 0. Indeed, for 0< ωmax

0,i � 1 the extent of the convectively unstable
domain remainsO(1) (in terms ofX) and so does the nonlinear region where the global mode lives.

4.4. Linear global modes

The linear global instability of the unperturbedψ = 0 state has been studied by Chomaz et al. [7] and Le Dizès
et al. [25]. The instability properties were derived from an analytic continuation of the local absolute frequency
ω0(X) in the complexX-plane, as summarized below.

Linear global modes are assumed to be of the formψ(x, t) = φ(X)e−iωgt of complex global frequencyωg.
The spatial functionφ is defined over the complexX-plane and the local complex wave number then satisfies the
linear dispersion relation (19) with complexX. A linear global mode is entirely made up of linear spatial branches
kl±. Due to causal boundary conditions, thekl− branch prevailing nearX = −∞ must necessarily connect to the
kl+ branch nearX = +∞. This can be achieved at a saddle pointXl

s of the absolute frequency in the complex
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Fig. 7. Curvesω0(Xr + iXi) in the complex frequency plane for different values ofXi whenXr varies along the entire real axis. Bold curve
pertains toXi = 0. The linear saddle point frequencyωl

s is obtained at a cusp of this set of curves and is seen to lie belowωmax
0 , towards the

center of curvature of theω0(Xr) curve.

X-plane.1 The frequency of the linear global mode is then equal to the saddle point frequencyωl
s, defined by

ωl
s = ω0(X

l
s),

dω0

dX
(Xl

s) = 0, (25)

or equivalently by

ωl
s = Ω l(kl

s, X
l
s),

∂Ω l

∂k
(kl

s, X
l
s) = ∂Ω l

∂X
(kl

s, X
l
s) = 0. (26)

Linear global instability is determined by the sign ofωl
s,i ≡ Imωl

s, whenωl
s,i < 0 (resp.ωl

s,i > 0) the stateψ = 0
is linearly stable (resp. unstable).

4.5. Hysteresis

The existence of nonlinear steep global modes is determined by the sign ofωmax
0,i , while the linear global instability

of the unperturbed stateψ = 0 is dictated by the sign ofωl
s,i . It is now shown qualitatively that alwaysωmax

0,i ≥ ωl
s,i ,

and in generalωmax
0,i > ωl

s,i . Thus, steep global modes may exist in globally linearly stable media (situations where

ωl
s,i < 0< ωmax

0,i ), and the saddle-node bifurcation implies hysteretic behavior asωmax
0,i is varied.

The relative position ofωmax
0,i andωl

s,i is most conveniently illustrated in the complex frequency plane as sketched
in Fig. 7. The solid curve representsω0(X) for realX. The AU region corresponds to theX-interval over which
ω0(X) lies in theωi > 0 half-plane. The maximumωmax

0,i is reached atX = Xmax. Thus, steep global modes exist

whenever the curveω0(X) crosses the realω-axis. The complex frequencyωl
s is obtained at a saddle point of the

analytically continued functionω0(X). For most situations of physical interest,ω0,i(X) is an increasing–decreasing
function on the realX-axis, whileω0,r(X) is simply a smooth function. The dashed curves of Fig. 7 represent the
loci of ω0(Xr + iXi) for different values ofXi whenXr varies along the entire real axis. The saddle point frequency
ωl

s is obtained at a cusp of this set of curves and lies below theω0(Xr) curve, towards its center of curvature. Thus,
it follows clearly thatωmax

0,i > ωl
s,i and one recovers the well-known result that global linear instability requires an

AU region of finite extent [7,25].
In the neighborhood ofωmax

0 , the absolute frequencyω0(X) may be approximated by the Taylor expansion

ω0(X) ∼ ωmax
0 + ω0X(X −Xmax)+ 1

2ω0XX(X −Xmax)2 (27)

1 Only linear global modes with a double turning point are considered here. The reader is referred to Le Dizès et al. [25] for a detailed analysis
of linear global modes with two simple turning points.
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Fig. 8. Global linear and nonlinear stability in the(ωmax
0,i , ω0X,r)-plane. Global stability is governed by the sign ofωmax

0,i . Whenωmax
0,i > 0, the

medium is globally nonlinearly unstable although globally linearly stable in the gray region.

with ω0X,i = 0 andω0XX,i < 0. The linear saddle point, solution of (25), is then explicitly given by

Xl
s = Xmax − ω0X,r

ω0XX
, ωl

s = ωmax
0 − 1

2

(ω0X,r)
2

ω0XX
, (28)

thus

Imωl
s = ωmax

0,i + 1

2

(ω0X,r)
2

|ω0XX|2 ω0XX,i .

Only if dω0,r(X
max)/dX = 0, does the saddle pointXl

s coincide withXmax on the realX-axis and, under such a
condition,ωl

s = ω0(X
max). The difference betweenωmax

0,i andωl
s,i is seen to depend on the magnitude ofω0X,r ≡

dω0,r(X
max)/dX and to scale as(ω0X,r)

2. The influence of the two parametersωmax
0,i andω0X,r on global linear and

nonlinear instability is illustrated in Fig. 8.
The following scenario holds as the global control parameterωmax

0,i is varied at a fixedω0X,r setting. When
ωmax

0,i < 0 (left-hand half-plane of Fig. 8), the unperturbed state is stable, no nonlinear global mode exists. When

ωmax
0,i > 0 whileωl

s,i < 0 (shaded region of Fig. 8), a pair of steep global modes exist, one of which is stable, the

other unstable. However, the unperturbed state is still linearly globally stable,2 but nonlinearly unstable. Only for
ωmax

0,i large enough such thatωl
s,i > 0 (clear region inside parabola of Fig. 8), does the basic state become linearly

unstable. Whereas the global saddle-node bifurcation is controlled byωmax
0,i , the extent of the hysteresis range in

ωmax
0,i is governed by a second control parameter, namelyω0X,r.

4.6. Soft global modes

The existence of soft global modes has been analyzed in an earlier study [33]. Their structure is now briefly
summarized, as well as their relationship to steep global modes. The sketch in Fig. 9a represents the envelope|ψ |
and real partψr of a soft global mode obtained by direct numerical simulation of the CGL equation (4). The length
of the computational domain isL = 102. Linear and parabolic variations are, respectively, used forω0,r(X) and
ω0,i(X) so thatωca

0 = 0.5,ωac
0 = 0.6,ωmax

0,i = 0.5 andXca = 1
5L, Xac = 4

5L. Other coefficients take the constant
valuesk0 = 1.0 − 0.1i, ωkk = 1 − 0.5i andγ = 0.2 − i.

In contrast to steep modes, no front is present and soft modes display an overall smoothly varying envelope and
wave number (thick curve in Fig. 9c). The connection between the upstream− branch and the downstream+ branch
occurs here in the core of the nonlinear region, at a saddle point of the nonlinear dispersion relation (20).

2 The unperturbed state is, however, locally unstable.
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Fig. 9. Structure of soft global mode obtained by direct numerical simulation of CGL equation. (a) Overall smoothly varying envelope|ψ | and
real partψr as functions of downstream distanceX. (b) Analytically computed linear spatial brancheskl±(X) of nonlinear saddle point frequency
ωnl

s in the complexk-plane. Both linear branches cross thekr-axis and give birth to their nonlinear counterparts at the respective neutral stations.
Thick lines pertain to the stable or CU regionsX < Xca andX > Xac, thin lines to the central AU regionXca < X < Xac. (c) Corresponding
linearkl±

r (thin solid) and nonlinearknl± (thin dashed) spatial branches in the(X, k)-plane. Pinching of nonlinear branches occurs forknl
s at

X = Xnl
s in the core of the nonlinear region. Local wave number of simulation in (a) follows path indicated by thick line. Four domains are

identified: the central nonlinear nl− and nl+ regions prevail upstream and downstream ofXnl
s where the nonlinear spatial branchesknl− and

knl+ meet; at the upstreamX1 and downstreamX2 boundaries of the nonlinear balloon (shaded) the nonlinear spatial branches are continuously
connected to their respective linear counterpartskl± prevailing in the semi-infinite linear regions l− and l+, respectively.

As already discussed in Section 3.3, the nonlinear branchesknl±(X, ω), formally defined as the level contours
Ωnl(k,X) = Cst, may display a saddle point(Xnl

s , k
nl
s ) in the (X, k)-plane (solid dot in Fig. 5). More precisely,

pinching of the nonlinear branches, defined by the condition

knl+(Xnl
s , ω

nl
s ) = knl−(Xnl

s , ω
nl
s ) = knl

s ,

then occurs at the real stationXnl
s for the real saddle point frequencyωnl

s of Ωnl such that

ωnl
s = Ωnl(knl

s , X
nl
s ),

∂Ωnl

∂k
(knl

s , X
nl
s ) = ∂Ωnl

∂X
(knl

s , X
nl
s ) = 0 (29)

with the saddle condition

(
∂2Ωnl

∂k∂X
(knl

s , X
nl
s )

)2

− ∂2Ωnl

∂k2
(knl

s , X
nl
s )
∂2Ωnl

∂X2
(knl

s , X
nl
s ) > 0. (30)

Note the formal analogy of this nonlinear saddle point criterion (29) with its linear counterpart (26) which involves
in general complex values ofkl

s andXl
s. The upstreamknl−(X, ωnl

s ) branch and downstreamknl+(X, ωnl
s ) branch are

precisely initiated at the nonlinear saddle pointXnl
s , as depicted in Fig. 9c. These nonlinear travelling waves prevail

in the rangeX1 < X < X2, whereX1 andX2 denote the neutrally stable stations of frequencyωnl
s at the boundary

of the nonlinear balloon in the(X, k)-plane. AtX1 andX2, the amplitudes of the nonlinear travelling wavesknl−

andknl+, respectively, vanish and give way to their linear counterpartskl− andkl+, respectively.
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For the CGL equation (4) withω0(X) of the form (27), all other coefficients being kept uniform inX, the nonlinear
saddle point location is explicitly obtained as

Xnl
s = Xmax + γiω0X,r

Im(γ ?ω0XX)
, (31)

knl
s = k0,r + Re(γ ?ωkk)

Im(γ ?ωkk)
k0,i, (32)

and the soft global mode frequency reads

ωnl
s = ωmax

0,r − γr

γi
ωmax

0,i + γi(ω0X,r)
2

2 Im(γ ?ω0XX)
+ |γ ?ωkk|2

2γi Im(γ ?ωkk)
k2

0,i . (33)

The numerically obtained global frequencyωg = 0.64 of Fig. 9 very favorably compares with the analytical
prediction (33) ofωnl

s = 0.65.
Condition (30) requires that(Im γ ?ωkk)(Im γ ?ω0XX) < 0. It was shown in [33] that in situations where

Im(γ ?ωkk) > 0, (34)

the nonlinear branchesknl± exist in the neighborhood ofXnl
s for frequencies such thatω > ωnl

s . Whenω ↓ ωnl
s , the

branches pinch atknl
s forX = Xnl

s , and forω < ωnl
s , they fail to be defined aroundXnl

s . In the following it is always
assumed that the possible frequencies for the nonlinear spatial branches lie in the rangeω > ωnl

s . The opposite
situation is exactly analogous and applies when Im(γ ?ωkk) < 0.

4.7. Transition between soft and steep global modes

The selection mechanisms governing steep and soft global modes are now compared. The steep criterion (24)
only involves the boundary of the AU domain on the physicalX-axis, regardless of the characteristics of the regions
X 6= Xca. Nevertheless, a steep global mode only exists if the nonlinearknl+(X, ωca

0 ) branch can be followed
fromXca down to the boundary of the nonlinear balloon and if there it can be continuously connected to the linear
branchkl+(X, ωca

0 ). In contrast, the soft criterion (29) involves a saddle point of the nonlinear dispersion relation.
Again, a soft global mode only exists if the nonlinear spatial branches issuing from this nonlinear pinch point may
effectively be continued via corresponding linearkl± branches in the respective downstream and upstream linear
domains.

Selection of either steep or soft global modes depends not only on the local criteria (24) and (29), but also
on the necessity to enforce the boundary conditions. The key argument in the following derivation is based on a
careful monitoring of the linear wave number branches in the complexk-plane and of their nonlinear counterparts
in the(X, k)-plane as the global frequency is varied. As always, the CGL equation is used to illustrate the different
scenarios. The connection between linear and nonlinear spatial branches is shown to crucially depend on the relative
magnitude of the characteristic frequenciesωnl

s andωca
0 . In all instances, only one global mode, steep or soft, is

capable of continuously convertingkl− atX = −∞ to kl+ atX = +∞, as X is varied. The two main scenarios of
interest are illustrated in Figs. 10 and 11, respectively, as discussed below.

Since nonlinear global modes necessarily involve real frequencies, let us focus on frequencies on the realω-axis.
As shown in Section 3.2, for large positive or negativeω the linear spatial branches do not cross thekr-axis in the
complexk-plane. Since nonlinear spatial branches are assumed to exist forω > ωnl

s , we start with large positive
values of the frequency.

Asω is decreased, thekl±(X, ω) branches move in closer to each other and one or both cross thekr-axis for finite
values ofX. A change in sign ofkl

i signifies that the corresponding branch is spatially growing: downstream spatial
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Fig. 10. Evolution of CGL spatial branches with decreasing real frequency in a situation where the soft global mode is selected. The left sequence
illustrates the evolution of the real part of linear brancheskl±

r (X, ω) (solid lines) and of nonlinear branchesknl±(X, ω) (dashed lines) in the
(X, k)-plane. Connecting points between linear and nonlinear branches are indicated with tick marks. In the right sequence, corresponding
complex linearkl±(X, ω) branches are sketched in the complex(kr, ki)-plane; superimposed on the same graphs are the curves(knl±, R2) of the
nonlinear spatial branches. (a), (b) For frequenciesω > ωnl

s linearkl± spatial branches successively cross thekr-axis in the complexk-plane and
give birth to the nonlinearknl± branches between the corresponding neutral stations. (c) For the nonlinear saddle point frequencyωnl

s , nonlinear
spatial branches pinch atknl

s whenX = Xnl
s . This pinch point joiningknl− andknl+ branches gives rise to a soft global mode connecting the

kl− branch nearX = −∞ to thekl+ branch prevailing nearX = +∞. (d), (e) For frequenciesω < ωnl
s , the nonlinear spatial branches fail to

exist in the neighborhood ofXnl
s , but linearkl± branches are still defined. (e) Whenω = ωca

0 , the linear branches in turn pinch atk = kca
0 at the

upstream boundaryXca of AU region. However, this pinch point is not associated with a steep global mode since theknl+ branch prevailing for
X > Xca is not connected to thekl+ branch extending toX = +∞.
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Fig. 11. Evolution of CGL spatial branches with decreasing real frequency in a situation where the steep global mode is selected. The left
sequence illustrates the evolution of the real part of linear brancheskl±

r (X, ω) (solid lines) and of nonlinear branchesknl±(X, ω) (dashed lines)
in the(X, k)-plane. Connecting points between linear and nonlinear branches are indicated with tick marks. In the right sequence, corresponding
complex linearkl±(X, ω) branches are sketched in the complex(kr, ki)-plane; superimposed on the same graphs are the curves(knl±, R2) of
the nonlinear spatial branches. (a), (b) For frequenciesω > ωca

0 linear spatial branches remain separated, nonlinear branches exist between
the corresponding neutral stations. (c) For the front frequencyωca

0 , linear spatial branches pinch atkca
0 whenX = Xca. A sharp front atXca

associated with a wave number jump fromkl− to knl+ then gives rise to a global mode connecting thekl− branch nearX = −∞ to thekl+
branch prevailing nearX = +∞. (d), (e) For frequenciesω < ωca

0 , branch switching betweenkl+ andkl− occurs. (e) Whenω = ωnl
s , the

nonlinear branches meet at the nonlinear saddle point locationXnl
s . However, this saddle point is not associated with a global mode since no

continuous connection to thekl− branch prevailing nearX = −∞ exists.

growth forkl+
i < 0 and upstream spatial growth forkl−

i > 0. As already mentioned (Section 2.3) a spatially growing
branchkl± gives way to its nonlinear counterpartknl± as a neutrally stable station is crossed in the(X, k)-plane.

Nonlinearknl branches are by construction always real-valued. However, to illustrate their relationship with the
linearkl branches they are also represented in the complexk-planes of Figs. 10 and 11. For clarity their missing
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imaginary part is replaced by the square of the amplitude of the corresponding nonlinear solution. This avoids the
collapse of theknl branches onto thekr-axis, and brings to the fore the continuity between linear and nonlinear
branches at the neutral stations wherekl

i as well as the nonlinear amplitude vanish.
In the following discussion representations in the(X, kr)- and the(kr, ki)-planes are always shown in parallel.

Although the+ and− superscripts may not be derived from causality considerations in the AU domain, linear as
well as nonlinear+ and− branches may be defined without ambiguity as long as the linear and nonlinear branches
remain distinct (cf. Sections 3.2 and 3.3).

The branch switching scenario asω decreases depends on the relative values of the characteristic frequenciesωnl
s

andωca
0 . The frequencyωac

0 which corresponds to an unstable steep global mode with a front at the downstream
boundary of the AU domain does not play an essential part. For clarity assume thatωca

0 > ωac
0 andωnl

s > ωac
0 . If

these assumptions are not satisfied, the same selection mechanisms as discussed below prevail, although the detailed
topology of spatial branches may be different. Two possibilities now arise:ωnl

s > ωca
0 orωnl

s < ωca
0 .

The scenario forωnl
s > ωca

0 is illustrated in the sequence of Fig. 10. Asω is decreased, the two linear spatial
branches successively cross thekr-axis while remaining separated as depicted in Fig. 10a and b. Each crossing
gives birth to a corresponding nonlinear branch connected to its linear counterpart at the neutrally stable locations
wherekl is real. Both linear and nonlinear+ and− branches are well identified and separated. Whenω ↓ ωnl

s , the
nonlinear branches gradually approach each other. Forω = ωnl

s (Fig. 10c), theknl+ branch meets theknl− branch
at knl

s for X = Xnl
s as determined by (29). This is the soft global mode configuration, where the nonlinear saddle

point atXnl
s connects the nonlinearknl−(X, ωnl

s ) in the regionX < Xnl
s to the nonlinearknl+(X, ωnl

s ) in the region
X > Xnl

s . Further outward, the nonlinearknl± branches give way to their respective linear counterpartskl± at the
locations of their respective neutral growth. When decreasing the global frequency to valuesω < ωnl

s , the nonlinear
branches fail to exist in the neighborhood ofXnl

s (Fig. 10d). Asω reachesωca
0 (Fig. 10e), linear spatial branches do

pinch atX = Xca, but the nonlinear spatial branchknl+ prevailing aroundXca cannot be continued far downstream
towards thekl+ branch extending down toX = +∞; there is no global mode of frequencyωca

0 .
The scenario forωca

0 > ωnl
s is sketched in the sequence of Fig. 11. Asω decreases, the first characteristic frequency

encountered is nowωca
0 . Whenω ↓ ωca

0 (Fig. 11a–c), the linear branches approach and pinch atkca
0 for X = Xca

determined by (29). Sincekca
0,i < 0, the relevant branches in a neighborhood ofXca arekl− andknl+. A front of

frequencyωca
0 atXca allows a discontinuous jump in wave number fromkl−(Xca, ωca

0 ) = kca
0 to knl+(Xca, ωca

0 ).
This front performs the connection between− and+ branches necessary to obtain a steep global mode: further
downstream, the amplitude of the nonlinearknl+ branch vanishes at a neutrally stable station and there the linearkl+

branch takes over toX = +∞. Note that thekl+(X, ωca
0 ) branch necessarily crosses thekr-axis; thekl−(X, ωca

0 )

branch however may or may not cross. Forω = ωca
0 , the nonlinear branches, if they both exist, do not meet.

Decreasing furtherω towardsωnl
s (Fig. 11d and e), the nonlinear branches in turn approach and pinch forω = ωnl

s .
However, sinceωnl

s < ωca
0 , the linearkl± branches have undergone branch switching forω = ωca

0 . As can be seen
in Fig. 11e, the nonlinear branches issuing atknl

s , X
nl
s cannot be continued towards thekl− branch nearX = −∞.

In this situation, due to global considerations, no soft mode exists, although the local criterion (29) may be satisfied.
This completes the discussion of the global mode selection mechanism: the type of selected global mode depends

on the relative values of the linear pinchpoint frequencyωca
0 and nonlinear pinchpoint frequencyωnl

s . If

ωnl
s < ωca

0 ,

linear spatial branches meet first as the overall frequency is lowered: the steep criterion (24) yields a global solution
on the entireX-axis with a sharp front located atXca. However, if

ωca
0 < ωnl

s ,
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the nonlinear saddle point is encountered first and a soft global mode with overall smoothly varying envelope and
wave number prevails. There exists also situations where the nonlinear dispersion relation displays no saddle point
in the nonlinear balloon. Then a steep mode is necessarily obtained. The preceding close inspection of spatial linear
and nonlinear branches guarantees that the selection criteria for steep and soft global modes are mutually exclusive,
and that all situations are accounted for.

According to this discussion, when a global control parameter is continuously varied, the transition mechanism
between soft and steep global modes is the following. Starting with a system where a soft mode is selected, i.e.,
whereωnl

s > ωca
0 , two possibilities arise if the control parameter is changed:

• The saddle point frequencyωnl
s may equal the front frequencyωca

0 for a critical value of the control parameter.
Beyond this value,ωnl

s < ωca
0 , and a steep mode prevails. The transition to a steep mode of the same frequency

takes place whenωnl
s = ωca

0 .
• The nonlinear saddle point may reach the boundary of the nonlinear balloon and disappear while stillωnl

s > ωca
0 .

Then, transition to a steep mode again occurs, but in this situation the global frequency is discontinuous at
transition.

This will be fully justified in Section 4.9, where we map out the domains of existence of soft and steep global modes
in an appropriate control parameter space. To identify the relevant control parameters, a discussion of the role of
the absolute wave number is first required.

4.8. Role of the absolute wave number

The local instability properties are seen to be essentially controlled by the streamwise evolution of the absolute
frequencyω0(X) and wave numberk0(X) which in principle can be varied independently. The criterion for steep
global modes (24) only depends on the local absolute frequencyω0(X) regardless of the local absolute wave number
k0(X). The soft global mode criterion (29), however, depends onk0(X) through the complete nonlinear dispersion
relation. In this section, the role of the absolute wave number is discussed by varyingk0(X) in the CGL equation,
all other coefficients remaining fixed.

From expressions (23) for the linear spatialkl± branches it is readily seen that a change ink0(X) by some
constant value, sayκ, results in a displacement of thekl± curves in the complexk-plane. Under this process, the
linear pinchpoint properties are not affected. Nonlinear characteristics, however, are closely related to the crossing
of thekr-axis by thekl± branches; it follows that changes ink0,i strongly influence the nonlinear properties of the
medium, unlike changes ofk0,r. This calls for two distinct physical interpretations ofk0,r andk0,i , respectively.

Consider the uniform CGL equation (6) withk0 replaced byk0−κr. Then, under the change of unknown function

ψ(x, t) = φ(x, t)eiκrx,

the original CGL equation (6) is recovered forφ. This shows that the only effect of a change ink0,r is a change in
wavelength; linear spatial growth or decay rates, frequencies as well as nonlinear amplitudes remain the same. A
variation ofk0,r results in a change of carrier wave but does not alter the linear or the nonlinear stability properties
of the system. In the spatially dependent CGL equation (4), the following change of unknown function

ψ(x, t) = φ(x, t)exp

(
i

ε

∫ X

κr(u)du

)

results in modifying the local absolute wave number tok0(X)− κr(X). Any slowly modulated carrier wave defined
by the real functionκr(X) may thus be used to transform the real part of the absolute local wave number. Under
such a transformation, the global mode selection criteria as well as the characteristic frequencies remain unaltered:
the functionk0,r(X) may then be chosen arbitrarily since it does not affect the local and global dynamics.
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In order to bring to the fore the role ofk0,i(X), it is convenient, in the remainder of this section, to selectk0,r(X)

so that the functionωkk(X)k0(X) appearing in front of the advection term∂ψ/∂x in (4) is real [12]. Under such a
condition,

k0,r(X) = −ωkk,r(X)

ωkk,i(X)
k0,i(X),

and the CGL equation reads

∂ψ

∂t
+ |ωkk|2
ωkk,i

k0,i
∂ψ

∂x
= −i

(
ω0 + 1

2
ωkkk

2
0

)
ψ + i

2
ωkk

∂2ψ

∂x2
− iγ |ψ |2ψ. (35)

The form (35) clearly indicates that the real factor

U(X) = |ωkk(X)|2
ωkk,i(X)

k0,i(X)

may be interpreted as an advection velocity. Since causality requires thatωkk,i < 0, a negative (positive)k0,i is
readily seen to correspond to advection towardsX = +∞ (X = −∞). Thus, the sign ofk0,i controls the advection
direction whereas its magnitude is directly related to the advection velocity. As stated in Section 1, it is assumed
thatU(X) > 0, i.e.,k0,i(X) < 0 in the entire domain. The basic advection is then directed towardsX = +∞.

In order to further discuss the role ofk0,i in the selection of global modes, consider, for simplicity, thatk0,i is
constant over the entire domain. A change ink0,i is seen to be associated with a displacement of thekl± curves
along theki -axis in the complexk-plane. Its effect on the nonlinear balloon and nonlinear spatial branches in the
(X, k)-plane is outlined in Fig. 12. Since the functionω0(X) is kept fixed, a change ofk0,i leaves the extent of the AU

Fig. 12. Evolution of CGL nonlinear balloon and spatialknl± branches in the(X, k)-plane as the advection towardsX = +∞ is increased.
Vertical dashed lines indicate AU domain extending overXca < X < Xac. (a) Without mean advection (k0,i = 0), spatial branches display
symmetry with respect to the nonlinear saddle point wave numberknl

s and the nonlinear domain exactly spans the AU region,Xsc = Xca and
Xac = Xcs. (b)–(d) With increasing downstream advectionk0,i < 0, the nonlinear balloon inflates and extends beyond the AU region,Xsc< Xca

andXac< Xcs. During this process the fraction of the nonlinear balloon covered by the downstreamknl+ branches increases with respect to the
knl− branches. Simultaneously, the nonlinear saddle point(Xnl

s , k
nl
s ) is seen to descend to eventually leave the nonlinear balloon.
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rangeXca < X < Xac unaltered, as indicated by vertical dashed linesX = Xca andX = Xac in Fig. 12. Without
mean advection,k0,i = 0 (Fig. 12a), the nonlinear balloon exactly spans the AU region. In this situation, local linear
instability coincides with local absolute instability:Xsc = Xca andXac = Xcs. Nonlinear spatial branches cover
the nonlinear balloon symmetrically with respect tok = knl

s . Fig. 12b–d is obtained for increasing negative values
of k0,i , i.e., increasing advection towardsX = +∞. Increasing|k0,i | then shifts thekl± branches (23) towards
negativeki in the complexk-plane, thereby enhancing the instability of the downstreamkl+ branches and reducing
the instability of the upstreamkl− branches. Under such circumstances, the onset of linear instability no longer
coincides with transition to absolute instability: the nonlinear balloon inflates and extends beyond the AU range into
the CU regionsXsc < X < Xca andXac < X < Xcs. The basic flow advection breaks theknl+/knl− symmetry,
and the part of the nonlinear balloon spanned by theknl+ branches increases to the detriment of theknl− branches.
During this process, the nonlinear saddle point moves towards the lower neutral stability boundary and eventually
leaves the nonlinear balloon. The advection velocity, measured byk0,i , thus strongly affects the existence of the
nonlinear saddle point and hence the existence of smooth global modes.

In the remainder of this section, we temporarily allow advection in the positive or negative direction so thatk0,i

may change sign. It has been shown in Section 4.2 that among the two stationary fronts atXca andXac, only the
one located at the upstream boundary of the AU region is stable. Since flow direction is directly related to the sign
of k0,i , the stable steep global mode frequency isωca

0 for k0,i < 0 andωac
0 for k0,i > 0. These are indeed the fronts at

the stations of local marginal absolute instability with their nonlinear wave train covering the AU domain and their
exponentially decaying tail extending into the CU region (see also Fig. 13). The soft global mode frequencyωnl

s has
been obtained in (33), and, in contrast to the steep global mode frequenciesωca

0 andωac
0 , it is seen to depend onk0,i .

In the previous section, it has been demonstrated that the global mode of largest frequency is selected; thus, the
transition scenario between steep and soft global modes as a function ofk0,i is derived from the relative values of
ωca

0 , ωac
0 andωnl

s (k0,i), as displayed in Fig. 13. According to (33), the soft frequencyωnl
s is largest fork0,i = 0,

all other coefficients being kept fixed. Thus, soft modes prevail when advection is small enough,ωnl
s > ωca

0 and
ωnl

s > ωac
0 . With increasing downstream advection (k0,i < 0), the nonlinear saddle point frequencyωnl

s decreases.
Whenωnl

s < ωca
0 , the soft mode is replaced by a steep mode with a sharp front atXca (left-hand side of Fig. 13).

Similarly, if k0,i increases from 0 (k0,i > 0), which corresponds to advection towardsX = −∞, the nonlinear

Fig. 13. Transition between steep and soft global modes as a function ofk0,i in CGL equation. Black arrows indicate advection direction. For
small advection velocities (k0,i small), the saddle point frequencyωnl

s is larger than the front frequenciesωca
0 andωac

0 , and thus a soft global
mode is selected. With increasing advection towardsX = +∞ (k0,i < 0), the saddle point frequencyωnl

s decreases, and, whenk0,i < k−
0,i the

soft mode is replaced by a steep global mode with a front at the left boundary of the AU region. Similarly, with increasing advection towards
X = −∞ (k0,i > 0), the saddle point frequencyωnl

s again decreases, and atk0,i = k+
0,i transition takes place to a steep global mode with a front

at the right boundary of the AU region.
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saddle point frequencyωnl
s again decreases. Whenωnl

s < ωac
0 , the soft mode is now replaced by a steep mode with

a front atX = Xac (right-hand side of Fig. 13). Sincek0,i > 0, the front atXac is now the stable one: upstream
and downstream directions have been interchanged. In any case, the front location corresponds to the upstream
boundary of the AU region. The critical transition valuesk−

0,i < 0 andk+
0,i > 0 between soft and steep global modes

are defined byωca
0 = ωnl

s andωac
0 = ωnl

s , respectively.

4.9. Domains of existence in control parameter space

Now that the roles ofωmax
0,i , ω0X,r andk0,i have been separately discussed, the domains of existence of steep and

soft global modes may be obtained in the three-dimensional space of these control parameters (Fig. 14). Consider
the CGL equation (4) withω0(X) of the form (27), all other coefficients being assumed uniform inX for simplicity.
The front frequenciesωca

0 andωac
0 then read

ωca
0 , ω

ac
0 = ωmax

0,r − ω0XX,r

ω0XX,i
ωmax

0,i ∓ ω0X,r

√
2ωmax

0,i

−ω0XX,i
. (36)

They exist wheneverωmax
0,i > 0 and their values are seen to be effectively independent ofk0,i .

The selected global mode type depends on the relative values of the front frequencies (36) and the nonlinear
saddle point frequencyωnl

s (33). However, note that the nonlinear saddle point formally defined by (31) and (32)
only exists if(knl

s , X
nl
s ) lies in the nonlinear balloon, i.e., if

Ω l
i (k

nl
s , X

nl
s ) > 0. (37)

For the CGL equation under study, one readily obtains

Ω l
i (k

nl
s , X

nl
s ) = ωmax

0,i + 1

2
ω0XX,i

(
γi

Im γ ?ω0XX

)2

(ω0X,r)
2 + |ωkk|2 Im γ 2ω?kk

2(Im γ ?ωkk)2
(k0,i)

2. (38)

WheneverΩ l
i (k

nl
s , X

nl
s ) < 0, the nonlinear saddle point does not exist, and only a steep global mode is obtained.

In the control parameter space of Fig. 14, the domain where condition (37) is satisfied is located above the surface
labeledΩ l

i (k
nl
s , X

nl
s ) = 0. According to (38), this surface is a paraboloid entirely contained in the half-space

ωmax
0,i ≥ 0 and tangent to the planeωmax

0,i = 0 atω0X,r = k0,i = 0. Below this surface no soft mode may exist and

only steep modes are obtained. Above this surface, the soft global frequencyωnl
s must be compared toωca

0 andωac
0 .

We only consider situations with advection towardsX = +∞, i.e., the half-spacek0,i < 0, so that onlyωca
0 comes

into consideration for steep modes. Within the region where a nonlinear saddle point exists, transition between soft
and steep modes occurs whenωnl

s = ωca
0 . This transition surface is derived from (33) and (36) and is sketched in

Fig. 14. It is seen to meet the surfaceΩ l
i (k

nl
s , X

nl
s ) = 0 along a curve in the planek0,i = 0. As may be inferred from

these critical surfaces, the parameter space is divided into four regions (Fig. 14):
• (a) Below the global threshold,ωmax

0,i < 0, no front and no saddle point exists, the unperturbed stateψ = 0
remains stable.

• (b) Whenωmax
0,i > 0 andΩ l

i (k
nl
s , X

nl
s ) < 0, no saddle point exists and a steep global mode prevails.

• (c) WhenΩ l
i (k

nl
s , X

nl
s ) > 0 andωnl

s < ωca
0 , a saddle point exists but the steep mode is selected.

• (d) WhenΩ l
i (k

nl
s , X

nl
s ) > 0 andωnl

s > ωca
0 , the soft mode is selected.

Thus, at global mode onsetωmax
0,i = 0, transition occurs always via a steep global mode except for the triply

degenerate caseωmax
0,i = k0,i = ω0X,r = 0. With increasingωmax

0,i , transition from a steep to a soft mode occurs for

finite values ofωmax
0,i either as soon as the nonlinear saddle point comes into existence (on the surfaceΩ l

i (k
nl
s , X

nl
s ) =

0) or when its frequency reaches the steep frequency (on the surfaceωnl
s = ωca

0 ).
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Fig. 14. Domains of existence of steep and soft global modes in the three-dimensional control parameter space(ω0X,r, k0,i , ω
max
0,i ) of CGL

equation. A nonlinear saddle point exists above the surfaceΩ l
i (k

nl
s , X

nl
s ) = 0. The associated frequencyωnl

s is larger than the front frequency
ωca

0 above the surface labeledωnl
s = ωca

0 . Hence soft global modes prevail in region (d). In region (c), steep modes are selected according to
ωnl

s < ωca
0 . In region (b), no nonlinear saddle point exists and only steep modes are obtained. In region (a), below global thresholdωmax

0,i < 0,
the unperturbed state is stable.

4.10. Summary of transition mechanisms

The main global mode selection mechanisms have been shown to be governed by three distinct control parameters.
The global bifurcation parameter is the maximum absolute growth rate over the entire mediumωmax

0,i . Nonlinear
global modes exist whenever a region of absolute instability is present (ωmax

0,i > 0). The transition to a steep global
mode occurs discontinuously atωmax

0,i = 0 through a saddle-node bifurcation. In the absence of absolute instability
(ωmax

0,i < 0), no self-sustained global modes exist and the basic state is globally stable.
The basic state remains globally linearly stable up to a finite positive value ofωmax

0,i . The hysteresis width in

ωmax
0,i is governed byω0X,r and scales as(ω0X,r)

2. The advection parameterk0,i strongly influences transition from
steep to soft nonlinear global modes. Soft modes exist for small values ofk0,i , whereas for increasing upstream
or downstream advection, steep modes prevail. The main global mode properties may be inferred from the three
above-mentioned control parameters.

5. Asymptotic spatial structure of global modes

The preceding results have been derived under the assumption that the global mode is, at each station close to
the local wave train at the global frequency. This local wave train is governed by the local linear dispersion relation
(19) in regions where the amplitude is small, whereas it follows the local nonlinear dispersion relation (20) in finite
amplitude domains. These considerations, which only involve the local characteristics of the medium, yield the
leading-order WKBJ approximation to the spatial structure. Within this framework, the selection criteria for steep
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Fig. 15. Spatial structure of (a) steep and (b) soft global modes. (l±) outer semi-infinite linear regions nearX = ±∞ with respective linear
spatialkl± branch; (nl±) central nonlinear regions of sizeO(1) with respective nonlinear spatialknl± branch; (tl±) weakly nonlinear transition
layers of widthO(ε1/2) connecting linear and nonlinear branches of same superscript; (fl) front layer of sizeO(ε2/3) connecting thekl− and
knl+ branches and selecting the steep global mode; (sp) saddle point layer of sizeO(ε1/2) connecting theknl± branches and selecting the soft
global mode.

and soft global modes have been identified and the leading-order steep (24) and soft (29) frequencies have been
derived.

The objective of this section is to incorporate the previous results into a consistent WKBJ approximation scheme
[2] in order to obtain higher-order correction terms, and to establish that the global mode structures outlined in
the preceding sections may effectively be constructed by matching together extended wave packets prevailing in
different regions.

The organization of the following sections is motivated by the spatial structure of both steep and soft global modes
illustrated in Fig. 15. As already discussed, global modes display nonlinear regions of finite amplitude as well as
linear regions of infinitesimal amplitude. In the outer semi-infinite linear regions (l±) extending towardsX = ±∞
(Section 5.1) the respective complex linear spatial branchkl± prevails. The central nonlinear regions (nl±) are of
finite extent, i.e., order unity measured in terms ofX, and they are dominated by the respective nonlinear spatial
branchknl± as discussed in Section 5.2. These extended regions are connected via three types of narrowtransition
layers:
• The front layer(fl) of sizeO(ε2/3) located at the upstream boundary of the steep global mode nonlinear region

connectskl− andknl+ branches (Section 5.3).
• The nonlinear saddle point layer(sp) of sizeO(ε1/2) allows crossover between theknl± branches within the

nonlinear soft global mode region (Section 5.4).
• Weakly nonlinear transition layers(tl±) of sizeO(ε1/2) at the downstream end of the steep global mode nonlinear

region and at both ends of the soft global mode nonlinear region connect the fully developed nonlinear branches
with their linear counterparts (Section 5.5).
Each of these regions is analyzed in turn to obtain a uniformly valid asymptotic approximation over the entire

range−∞ < X < +∞. Close inspection of the front layer and the nonlinear saddle point layer yields higher-order
corrections of the steep (72) and soft (88) global frequencies, respectively. Since the width of the narrow layers is
O(ε1/2) or O(ε2/3) measured in units ofX, their characteristic scale is intermediate between the inhomogeneity
length scaleO(1) and the instability length scaleO(ε). Thus, although the medium may be considered uniform in
the transition layers, they still display many wavelengths, typicallyO(ε−1/2) orO(ε−1/3).

In the preceding sections, the bifurcation study was largely based on the CGL equation (4) and a complete under-
standing of the global selection mechanisms was achieved in this context. In this section, the WKBJ approximation
scheme is presented in the more general framework of PDE (1).
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5.1. Linear WKBJ instability waves

In the semi-infinite linear regions extending towardsX = ±∞ (l± in Fig. 15a and b), the global mode amplitude
exponentially decays on the fastx-scale. These regions are thus governed by the linear equation (2). Under the
slowly varying medium hypothesis (3) a solution of (2) with global frequencyωg may be obtained in terms of
WKBJ approximations [2]. The spatial structure is described by a rapidly varying complex phase, accounting for
the local wavelength and spatial decay rate, and a slowly varying envelope. For a given value of the frequencyωg,
the solution reads

ψ(x, t) = Al(X)exp

(
i

ε

∫ X

kl(u)du− iωgt

)
+ c.c., (39)

wherekl(X) is one of the linear spatial branches associated with the frequencyωg. The functionsAl(X) andkl(X)

implicitly depend onωg; for simplicity their frequency dependence is omitted.
In classical WKBJ fashion, the slowly varying envelopeAl(X) is expanded in powers ofε as

Al(X) ∼ Al
0(X)+ εAl

1(X)+ ε2Al
2(X)+ · · · . (40)

Thus, spatial differentiation takes the form

∂ψ

∂x
= [(ikl(X)+ ε∂X)A

l(X)] exp

(
i

ε

∫ X

kl(u)du− iωgt

)
+ c.c. (41)

Upon substituting (39)–(41) into the governing equation (2) and bearing in mind thatΩ l(−i∂x) = iL(∂x), see (8),
one obtains

ωg(A
l
0 + εAl

1 + · · · ) = Ω l(kl(X)− iε∂X,X)(A
l
0 + εAl

1 + · · · ). (42)

Note that differentiation with respect to the fast variable, i.e., multiplication by ikl(X), does not commute with the
slow derivative operator∂X. The linear operator appearing in (42) admits the expansion

Ω l(kl(X)− iε∂X,X) = Ω l(X)− iε(Ω l
k(X)∂X + 1

2k
l
X(X)Ω

l
kk(X))+O(ε2) (43)

with the notations

Ω l(X) ≡ Ω l(kl(X),X), Ω l
k(X) ≡ ∂Ω l

∂k
(kl(X),X), etc.

At lowest-order, Eq. (42) reduces to the linear dispersion relation (19), i.e.,

ωg = Ω l(kl(X),X), (44)

which yields the local wave numberkl(X) for a given frequencyωg.
The orderε terms read

[ωg −Ω l(kl(X),X)]Al
1(X) = −iΩ l

k(X)
dAl

0

dX
− i

2
Ω l

kk(X)k
l
X(X)A

l
0(X).

By invoking (44), one obtains the obvious solvability condition forAl
0(X), namely

dAl
0

dX
= −1

2
kl
X(X)

Ω l
kk(X)

Ω l
k(X)

Al
0(X). (45)
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Thus, the first-order asymptotic approximation to the solution of the linearized equation reads

ψ ∼ Al
0(X1)exp

(
−1

2

∫ X

X1

kl
X(u)

Ω l
kk(u)

Ω l
k(u)

du

)
exp

(
i

ε

∫ X

X1

kl(u)du− iωgt

)
+ c.c., (46)

whereX1 is some arbitrarily specified reference point. In each of the semi-infinite linear regions the respective
causalkl branch has to be chosen:kl− for X → −∞ andkl+ for X → +∞.

In the linear region, the nonlinear terms of (1) are seen to be exponentially smaller than the linear ones. Their
exact expressions are therefore irrelevant to this work and will not be computed here.

5.2. Nonlinear WKBJ wave trains

In the central nonlinear regions (nl± in Fig. 15a and b), the solution of (1) is obtained in terms of local nonlinear
wave trains (10). An asymptotic approximation scheme for nonlinear wave trains is derived in this section, which
is formally analogous to linear WKBJ theory.

The fast oscillations of the propagating wave and its slowly varying local wave number and amplitude suggest
the following change of variables:

ψ(x, t) = ψ(θ;X),
where the real phase functionθ(x, t) is 2π periodic and accounts for propagation on the fast space and time scales,
whereasX = εx allows for slow spatial modulation. Local frequency and wave number are defined as

ω = −∂t θ, k = ∂xθ.

For a synchronized global solution, the frequencyω = ωg is constant, whereas the local wave numberk = knl(X)

depends on the slow space variable.
Upon expanding the derivative operators according to

∂x = knl(X)∂θ + ε∂X, ∂t = −ωg∂θ ,

the governing equation (1) is recast in the form

ωg∂θψ + F(knl(X)∂θ + ε∂X;X)[ψ ] = 0. (47)

Again note that differentiation ofψ(θ;X) with respect to the fast variable does not commute with∂X sinceknl(X)

depends onX. Nextψ is expanded according to

ψ ∼ ψ0 + εψ1 + ε2ψ2 + · · · ,
and substituted into (47).

The lowest-order inε yields the local equation

ω∂θψ + F(k∂θ ;X)[ψ ] = 0, (48)

whereX acts as an external parameter. WhenX is considered frozen, the family of local nonlinear wave trains
Ψ (θ; k,X) is recovered. This equation admits solutions only ifω = Ωnl(k,X). In other words, for a global
frequencyωg, the nonlinear spatial branchknl(X) is derived from the local nonlinear dispersion relation (20) as

ωg = Ωnl(knl(X),X), (49)
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and the leading-order solutionψ0 then reads

ψ0 = Ψ (θ; knl(X),X). (50)

The functionΨ is 2π periodic in the phase variableθ which accounts for the fast propagation through

θ = 1

ε

∫ X

knl(u)du− ωgt + θ0(X). (51)

The so far undetermined slowly drifting phase functionθ0(X) obeys a solvability condition to be obtained at next
order.

TheO(ε) terms in (47) require some care. For clarity of presentation, assume that spatial differentiation only
occurs in the linear operator,

F(∂x;X)[ψ ] = L(∂x;X)[ψ ] +N (X)[ψ ].

The linear terms are expanded as

L(knl(X)∂θ +ε∂X;X)[ψ0(θ;X)+ εψ1(θ;X)+ · · · ]

+ ∼ L(X)[ψ0]ε

(
L(X)[ψ1] + L′(X)[∂Xψ0] + 1

2

dknl

dX
L′′(X)[∂θψ0]

)
+O(ε2),

where the notationL(X) is shorthand forL(knl(X)∂θ ;X) and the primes denote differentiation ofL(∂x;X) with
respect to its first argument. The nonlinear terms are expanded as

N (X)[ψ0 + εψ1 + · · · ] = N (X)[ψ0] + ε
∂N (X)[ψ0]

∂ψ
ψ1 +O(ε2).

Thus (47) yields atO(ε),

L[ψ1] = −L′(X)[∂Xψ0] − 1

2

dknl

dX
L′′(X)[∂θψ0], (52)

where the linear differential operatorL on the left-hand side is defined as

L ≡ ωg∂θ + L(X)+ ∂N (X)[ψ0]

∂ψ
. (53)

Thus,ψ1 satisfies a linear differential equation with respect toθ with X-dependent coefficients. The operatorL is
singular since one may readily verify that

L[Ψθ ] = 0 with Ψθ ≡ ∂θΨ (θ; knl(X),X).

Thus (52) admits solutions forψ1 only if its right-hand side satisfies a solvability condition.
Let us introduce an inner product for 2π periodic functions ofθ defined by

〈φ,ψ〉 = 1

2π

∫ 2π

0
φ(θ)ψ(θ)dθ. (54)

The adjoint operatorL† of L is then obtained via successive integration by parts through the relation〈φ,Lψ〉 =
〈L†φ,ψ〉, and it reads

L† = −ωg∂θ + L(−knl(X)∂θ ;X)+ ∂N (X)[ψ0]

∂ψ
. (55)
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LetΨ †
θ be the adjoint eigenfunction ofΨθ . Taking the inner product of (52) withΨ †

θ and substituting

∂Xψ0 = dθ0
dX

Ψθ + dknl

dX
Ψk + ΨX,

yields the following solvability condition forθ0(X),

dθ0

dX
〈Ψ †
θ ,L

′Ψθ 〉 + 1

2

dknl

dX
〈Ψ †
θ ,2L

′Ψk + L′′Ψθ 〉 + 〈Ψ †
θ ,L

′ΨX〉 = 0. (56)

This entirely specifies the leading-order approximation to the global nonlinear solution

ψ(x, t) ∼ Ψ

(
1

ε

∫ X

knl(u)du− ωgt + θ0(X); knl(X),X

)
, (57)

where the parametric dependence ofknl(X) on the global frequencyωg is entirely determined by (49).

5.3. Front layer

According to Section 4.2, the front of steep global modes is located at the station of local marginal absolute
instabilityXca and it is associated with a wave number jump from thekl− to theknl+ branch. On the slow scaleX,
the front discontinuously connects the linear solution (46) of wave numberkl− prevailing in the upstream domain
X < Xca to the nonlinear solution (57) of wave numberknl+ on the downstream side of the frontX > Xca. In this
section, the linear solution is shown to match to the nonlinear solution through a narrow front layer (fl) as depicted
in Fig. 15a. The formulation essentially follows the same approach as in the asymptotic description of the front
boundary layer arising in nonlinear dynamo waves developed by Bassom et al. [1] and is based on linear turning
point theory [48].

The envelope of the outer linear solution is governed by the amplitude equation (45) which is singular at a turning
pointX0 of the dispersion relation (44) defined by

ω0(X0) = ωg. (58)

Forωg = ωca
0 , the turning point is atX0 = Xca. However, it is to be anticipated that the global frequency does not

exactly equalωca
0 . As outlined below, it is convenient to implement a matching procedure in the turning point region

for an arbitrary complex global frequencyωg. Thus, consider the linear governing equation (2) for complexX.
The results of Section 5.1 pertaining to linear instability waves remain valid in the complexX-plane, provided that
Ω l(k,X) and henceω0(X) are analytically continued for complex values ofX. Then (58) associates to a frequency
ωg the turning pointX0(ωg) in the complexX-plane.

Expansion of the dispersion relation (44) in the neighborhood of the turning pointX0 yields

0 = 1
2Ω

l
kk,0(k

l(X)− k0)
2 +Ω l

X,0(X −X0)+ h.o.t., (59)

wherek0 is the associated absolute wave numberk0 ≡ k0(X0) and the subscript 0 denotes evaluation at(k0, X0).
By definition of the turning point,Ω l

k,0 = 0, and under the assumption that the turning point is simple,Ω l
X,0 6= 0.

Thus

kl(X) ∼ k0 ±
√√√√−2Ω l

X,0

Ω l
kk,0

(X −X0)
1/2.
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The linear amplitude equation (45) then reduces to

dA0

dX
∼ − A0(X)

4(X −X0)
.

HenceA0(X) ∼ Cst(X − X0)
−1/4 asX → X0, and the complete behavior of the outer linear solution (46) as

X → X0 reads

ψ ∼ Cst(X −X0)
−1/4 exp


 2i

3ε

√√√√−2Ω l
X,0

Ω l
kk,0

(X −X0)3


ei(k0x−ωgt) + c.c. (60)

Here it is assumed that the square root branch cut is chosen so that the wave numberkl− prevailing in the domain
X → −∞ is recovered.

It is seen that in the neighborhood of the turning pointX0, the amplitudeA0 becomes singular. Balance of
dominant terms, as shown below, yields an inner turning point region of sizeO(ε2/3). Thus, define an inner variable
X̃ by

X = X0 + ε2/3X̃, (61)

and expandψ as

ψ = Ã(X̃)ei(k0x−ωgt) + c.c. (62)

with

Ã(X̃) = C̃st[Ã0(X̃)+ ε2/3Ã2/3(X̃)+ · · · ], (63)

whereÃ0(X̃) isO(ε0). Spatial differentiation now becomes∂x = ik0 + ε1/3∂
X̃

. In this inner transition layer, the
leading-order wave number is constant and equal tok0, thus∂

X̃
and ik0 now commute. The governing equation (2)

then yields

ωgÃ(X̃) = Ω l(k0 − iε1/3∂
X̃
,X0 + ε2/3X̃)Ã(X̃) ∼ [Ω l(k0, X0)+ ε2/3(X̃Ω l

X,0 − 1
2Ω

l
kk,0∂X̃X̃)]Ã(X̃),

whereωg = Ω l(k0, X0). The scalingX−X0 ∼ ε2/3X̃ andx ∼ ε−1/3X̃ guarantees the balance of dominant terms
at orderO(ε2/3) in the previous equation and leads to the following Airy equation for the leading-order amplitude:

1
2Ω

l
kk,0

d2Ã0

dX̃2
= X̃Ω l

X,0Ã0(X̃). (64)

Thus,Ã0(X̃) is a linear superposition of the Airy functionsAi(−λX̃) andBi(−λX̃) with

λ3 = −2Ω l
X,0

Ω l
kk,0

.

Upon choosing forλ the solution with|Arg λ| < π/3, theBi component exponentially grows whereas theAi
component decays according to

Ai(−λX̃) ∼ 1

2
√
π
(−λX̃)−1/4 exp


2i

3

√√√√−2Ω l
X,0

Ω l
kk,0

X̃3


 , (65)
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asX̃ → −∞ [2]. Expressing the outer solution (60) in terms of the inner variableX̃, shows that it matches with
the inner solution (62) provided that

Ã(X̃) = C̃st[Ai(−λX̃)+O(ε2/3)] (66)

with Cst = ε1/6((−λ)−1/4/2
√
π)C̃st.

Thus, for any frequencyωg, linear instability waves are governed by the Airy equation (64) in a region of size
O(ε2/3) located at the turning point of the linear local dispersion relation. The location of the turning point in the
complexX-plane depends onωg. For frequenciesωg = ωca

0 + δω, close to the marginal absolute frequency, the
turning point is located at

X0 ∼ Xca + δω

ω0,X(Xca)
.

ForO(ε2/3) frequency corrections,δω = ε2/3ω2/3, the inner Airy region in the complexX-plane contains in its
neighborhood the pointXca on the realX-axis.

Before analyzing in more detail the properties of the Airy solutions on theX̃-scale, let us turn to the front structure.
As discussed in Section 5.3, a uniform medium at the transition between convective and absolute instability admits
stationary front solutions oscillating at its real absolute frequency. Thus, the original nonlinear governing equation
(1) rewritten atX = Xca as

ωca
0
∂ψ

∂θ
+ F(∂x;Xca)[ψ ] = 0, (67)

admits the front solutionΨf (x, θ), which is 2π periodic in the phase functionθ = ωca
0 t . Towardsx = +∞, this

solution approaches a fully nonlinear wave train of the form (50). Thus,

Ψf (x, ω
ca
0 t) ∼ Ψ [knl+(Xca, ωca

0 )x − ωca
0 t; knl+(Xca, ωca

0 ),X
ca] as x → +∞.

Towardsx = −∞, the exponential decay rate is dictated by the absolute wave numberkca
0 = k0(X

ca) and the front
solution reads

Ψf (x, ω
ca
0 t) ∼ (cst

0 + cst
1 x)ei(kca

0 x−ωca
0 t) + c.c., (68)

where the secular term is due to the double rootkl+ = kl− = kca
0 of the linear dispersion relation. In the uniform

medium, the front has no preferred location. A translation of1x only changes the phase byknl+(ωca
0 )1x in the

asymptotic behavior towards the nonlinear sidex = +∞ and leads to an additional factor eikca
0 1x in the upstream

exponentially decaying tail.
The exponentially decaying tail (68) has to be matched with (62) in the Airy region. Due to the secular term in

(68), matching with (62) is only possible at the zeroes of the Airy function. The Airy functionAi appearing in (66)
admits real negative zerosai . Thus, the zeros of̃A0 are located at̃Xi = −ai/λ. In terms of the outer variableX
these occur at

Xi ≡ X0(ωg)+ ε2/3X̃i = Xca + ε2/3
(
ω2/3

ω0,X
− ai

λ

)
+O(ε4/3). (69)

Whereas the linear WKBJ approximations as well as the turning point region may be investigated in the complex
X-plane, the front involves a nonlinear wave train and is thus necessarily restricted to the realX-axis. Requiring
that theith zero (69) of the Airy function is on the realX-axis yields the frequency correction term

ω2/3 = ai
|ω0,X|2

|λ|2
Im λ

Imω0,X
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for a zero located at

Xi ∼ Xca + ε2/3 ai

|λ|2
Im(ω?0,Xλ)

Imω0,X
.

SinceXca is the transition location from convective to absolute instability, Imω0,X is positive. Under the slightly
more restrictive assumption thatπ/3< Argω0,X < 2π/3, we are guaranteed that Im(ω?0,Xλ) < 0. In most situations
of physical interest, variations ofω0,r are small compared to those ofω0,i and thus the condition on Argω0,X is
readily fulfilled.

So far the matching conditions yield a countable set of frequencies

ωg ∼ ωca
0 + ε2/3aiΩ2/3 with Ω2/3 = |ω0,X|2

|λ|2
Im λ

Imω0,X
, (70)

each being associated with theith zeroai < 0 of the Airy function. The corresponding fronts are located at

X ∼ Xca − ε2/3aiX2/3 with X2/3 = −Im(ω?0,Xλ)

|λ|2 Imω0,X
> 0. (71)

SinceX2/3 > 0, higher-order global modes display a front located further downstream in the AU domain. These
situations are likely to be unstable since the exponentially decaying tail of the front partly penetrates into the AU
domain. Such a higher-order front prevailing in a slightly AU medium tends to move upstream, until it reaches the
most upstream possible station associated witha0. Thus we argue, although we have not proven the result, that the
only stable global mode solution is obtained for the first zero indexed bya0. Up toO(ε2/3), the global frequency
and the front location therefore, respectively, read

ωg ∼ ωca
0 + ε2/3a0Ω2/3, X ∼ Xca − ε2/3a0X2/3 (72)

with

a0 = −2.3381. . . .

This completes the investigation of the detailed structure of the front region.

5.4. Fully nonlinear saddle point layer

The nonlinear saddle point is defined as the locationXnl
s where the two nonlinear wave number branches meet.

The saddle point frequencyωnl
s is given by the criterion (29). In the nonlinear regions surrounding the saddle location

Xnl
s the asymptotic approximation of the global solution is of the form (57) and the slowly drifting phase function

θ0(X) is governed by the solvability condition (56).

At the saddle point, the first-order differential equation (56) forθ0 becomes singular since〈Ψ †
θ ,L

′Ψθ 〉 = 0 at
Xnl

s (cf. Eq. (90)). Thus, the nonlinear WKBJ approximation worked out in Section 5.2 is no longer valid in the
neighborhood ofXnl

s , becauseθ0 varies there on a spatial scale which is faster thanX. In this section, a nonlinear
saddle point layer atXnl

s is introduced, (sp) in Fig. 15b, and a second-order differential equation for the phaseθ0 is
derived after rescaling the spatial variable in the neighborhood ofXnl

s . This inner solution in the saddle point region
allows a smooth crossover between the WKBJ wave trains in both nonlinear regions.

Let us introduce an inner local space variableX̃ in the saddle point region defined as

X = Xnl
s + ε1/2X̃,
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and expandψ according to

ψ ∼ ψ̃0 + ε1/2ψ̃1/2 + εψ̃1 + · · · . (73)

The subsequent analysis yields the higher-order corrections to the global frequency as

ωg ∼ ωnl
s + ε1/2ω1/2 + εω1 + · · · . (74)

Replacing the spatial derivative∂x in the inner region byknl
s ∂θ + ε1/2∂

X̃
, the linear operator expands as3

L(knl
s ∂θ + ε1/2∂

X̃
,Xnl

s + ε1/2X̃) = Ls + ε1/2(L′
s∂X̃ + X̃LX,s)

+1
2ε(L

′′
s∂X̃X̃ + 2X̃L′

X,s∂X̃ + X̃2LXX,s)+O(ε3/2). (75)

Substituting the expansions (73)–(75) into the governing equation (1), one recovers at leading order

ωnl
s ∂θ ψ̃0 + L(knl

s ∂θ ,X
nl
s )ψ̃0 +N (Xnl

s )[ψ̃0] = 0.

Thus,

ψ̃0 = Ψs ≡ Ψ (θ + θ̃0(X̃); knl
s , X

nl
s ), (76)

where the fast phase function in the inner saddle point layer readsθ = knl
s x − ωnl

s t and the slow phasẽθ0(X̃) is a
so far an undetermined function varying on the intermediate length scaleX̃.

The nonlinear term is expanded as

N (Xnl
s + ε1/2X̃)[Ψs + ε1/2ψ̃1/2 + εψ̃1 +O(ε3/2)] = Ns + ε1/2(X̃NX,s +Nψ,sψ̃1/2)

+ε(1
2X̃

2NXX,s + X̃NXψ,sψ̃1/2 + 1
2Nψψ,sψ̃

2
1/2 +Nψ,sψ̃1)+O(ε3/2), (77)

where

Ns ≡ N (Xnl
s )[Ψs], Nψ,s ≡ ∂ψN (X

nl
s )[Ψs], NX,s ≡ ∂XN (X

nl
s )[Ψs], etc.

The orderε1/2 problem reads

Lsψ̃1/2 + ω1/2Ψθ,s + dθ̃0
dX̃
L′

sΨθ,s + X̃(LX,sΨs +NX,s) = 0, (78)

where

Ls ≡ ωnl
s ∂θ + Ls +Nψ,s.

LetΨ †
θ,s be the adjoint eigenfunction ofΨθ,s. Eq. (78) admits solutions for̃ψ1/2 if the following solvability condition

is met:

ω1/2〈Ψ †
θ,s, Ψθ,s〉 + dθ̃0

dX̃
〈Ψ †
θ,s,L

′
sΨθ,s〉 + X̃〈Ψ †

θ,s,LX,sΨs +NX,s〉 = 0.

In Section 5.4.1 below, the last two terms of this equation are shown to vanish (90) and (91). Thus, the solvability
condition requires that

ω1/2 = 0.

There is no correction to the global frequency at orderε1/2 and no equation for̃θ0 is obtained at this order.

3 Subscript “s” always denotes evaluation at∂x = knl
s ∂θ ,X = Xnl

s , k = knl
s .
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Withω1/2 = 0 and using (92) and (93), the general solution of the linear inhomogeneous equation (78) is obtained
as

ψ̃1/2 = X̃ΨX,s + dθ̃0

dX̃
Ψk,s + Ã(X̃)Ψθ,s, (79)

whereÃ(X̃) is an arbitrary real amplitude function.
At orderε, the following inhomogeneous equation forψ̃1 is obtained

Lsψ̃1 +1

2

d2θ̃0

dX̃2
(2L′

sΨk,s + L′′
sΨθ,s)+ 1

2

(
dθ̃0

dX̃

)2

(2L′
sΨθk,s + L′′

sΨθθ,s +Nψψ,s(Ψk,s)2)

+X̃dθ̃0

dX̃
((LX,s +NXψ,s)Ψk,s + L′

X,sΨθ,s + L′
sΨθX,s +Nψψ,sΨk,sΨX,s)

+1

2
X̃2(2(LX,s +NXψ,s)ΨX,s + LXX,sΨs +NXX,s +Nψψ,s(ΨX,s)2)

+dθ̃0

dX̃
Ã(X̃)(L′

sΨθθ,s +Nψψ,sΨθ,sΨk,s)+ X̃Ã(X̃)((LX,s +NψX,s)Ψθ,s +Nψψ,sΨθ,sΨX,s)

+dÃ

dX̃
L′

sΨθ,s + 1

2
Ã(X̃)2Nψψ,s(Ψθ,s)

2 + L′
sΨX,s + ω1Ψθ,s = 0. (80)

This equation admits solutions for̃ψ1 if the inner product of the forcing terms (everything exceptLsψ̃1) with

Ψ
†
θ,s vanishes. The different inner products are computed in Section 5.4.1. From (94)–(96), it follows that all the

terms involving the functionÃ(X̃) vanish: this function remains undetermined at this order. Using (97)–(99), the
solvability condition forθ̃0 reads

A
d2θ̃0

dX̃2
= B

(
dθ̃0

dX̃

)2

+ 2CX̃
dθ̃0

dX̃
+DX̃2 − E − 2ω1, (81)

where

A = 〈Ψ †
θ,s,2L

′
sΨk,s + L′′

sΨθ,s〉
〈Ψ †
θ,s, Ψθ,s〉

, B = Ωnl
kk,s, C = Ωnl

kX,s, D = Ωnl
XX,s, E = 〈Ψ †

θ,s,L
′
sΨX,s〉

〈Ψ †
θ,s, Ψθ,s〉

.

Let

Θ(X̃) = exp

[
−B
A
θ̃(αX̃)− Cα2

2A
X̃2
]

(82)

with

α4 = A2

4(C2 − BD)
. (83)

Note thatC2 − BD > 0 since(knl
s , X

nl
s ) is a saddle point ofΩnl(k,X). Rewriting the solvability condition (81) in

terms ofΘ yields the parabolic cylinder equation [2]

d2Θ

dX̃2
=
(

1

4
X̃2 − ν − 1

2

)
Θ, (84)
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where

ν + 1

2
= 1

2

AC− B(E + 2ω1)√
A2(C2 − BD)

.

This solution in the inner saddle point layer needs to be matched with the wave trains (57) in the outer nonlinear
regions. In terms of the inner variablẽX, the phase of the outer nonlinear solutions (57) expands as

1

ε

∫ Xnl
s +ε1/2X̃

Xnl
s

knl(u)du− ωgt + θ0(X) = (knl
s x − ωnl

s t)+ 1

2
knl
X,sX̃

2 +O(ε1/2). (85)

Matching to the phaseknl
s x − ωnl

s t + θ̃0(X̃) of the inner solution (76) wheñX → ±∞ requires that

θ̃0(X̃) ∼ 1
2k

nl
X,sX̃

2 when X̃ → ±∞. (86)

At the saddle point, the derivative of the wave number reads

knl
X,s =

−Ωnl
kX,s +

√
(Ωnl

kX,s)
2 −Ωnl

kk,sΩ
nl
XX,s

Ωnl
kk,s

= −C + √
C2 − BD

B
. (87)

Using (86) with (87) in (82) shows that the functionΘ(X̃) behaves asymptotically as

lnΘ(X̃) ∼ −1
4X̃

2,

whenX̃ → ±∞. The only solution of (84) satisfying this asymptotic behavior and taking only non-negative values
is obtained forν = 0 and simply reads

Θ(X̃) = exp(−1
4X̃

2).

Thus, the asymptotic expansion (86) is exact for allX̃. Then the soft global mode frequency reads toO(ε)

ωg ∼ ωnl
s + εω1 (88)

with

ω1 = 1

2B
(AC− BE−

√
A2(C2 − BD)).

5.4.1. Computation of inner products
The values of the inner products used in the previous analysis are obtained from

Ωnl(k,X)∂θΨ + L(k∂θ ,X)Ψ +N (X)[Ψ ] = 0. (89)

Differentiating (89) separately with respect toθ , k andX, taking the inner product of the three results withΨ †
θ , and

exploiting the fact that the derivativesΩnl
k andΩnl

X vanish at the saddle point(knl
s , X

nl
s ), yields

〈Ψ †
θ,s,L

′
sΨθ,s〉 = 0, (90)

〈Ψ †
θ,s,LX,sΨs +NX,s〉 = 0. (91)

LsΨk,s = −L′
sΨθ,s, (92)

LsΨX,s = −LX,sΨθ,s −NX,s. (93)

From these identities, the particular solution (79) to Eq. (78) follows.
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The orderε problem in the saddle point region specified by (80) requires to compute inner products by double
differentiation. Differentiating (89) separately with respect toθθ , θk andθX, and taking the inner product of the

three results withΨ †
θ at the saddle point, one obtains

〈Ψ †
θ,s,Nψψ,s(Ψθ,s)

2〉 = 0, (94)

〈Ψ †
θ,s,L

′
sΨθθ,s +Nψψ,sΨθ,sΨk,s〉 = 0, (95)

〈Ψ †
θ,s, (LX,s +NXψ,s)Ψθ,s +Nψψ,sΨθ,sΨX,s〉 = 0. (96)

Differentiating (89) separately with respect tokk, kXandXXsimilarly yields at the saddle point

〈Ψ †
θ,s,2L

′
sΨθk,s + L′′

sΨθθ,s +Nψψ,s(Ψk,s)2〉 = −Ωnl
kk,s〈Ψ †

θ,s, Ψθ,s〉, (97)

〈Ψ †
θ,s, (LX,s +NXψ,s)Ψk,s + L′

X,sΨθ,s + L′
sΨθX,s +Nψψ,sΨk,sΨX,s〉 = −Ωnl

kX,s〈Ψ †
θ,s, Ψθ,s〉, (98)

〈Ψ †
θ,s,2(LX,s +NXψ,s)ΨX,s + LXX,sΨs +NXX,s +Nψψ,s(ΨX,s)2〉 = −Ωnl

XX,s〈Ψ †
θ,s, Ψθ,s〉. (99)

Results (94)–(99) are invoked to cast the phase evolution equation in its final form (81).

5.5. Weakly nonlinear transition layers

Frequency corrections for steep and soft global modes have been derived by performing a detailed asymptotic
analysis of the corresponding narrow transition layers where their respective frequency selection mechanism takes
place: the front layer for steep modes and the nonlinear saddle point layer for soft modes. The only type of layer
that remains to be investigated in order to obtain uniformly valid asymptotic approximations for global modes is
the weakly nonlinear transition layer. This layer applies to the downstream end of the steep mode nonlinear region
(tl+ in Fig. 15a) and to both ends of the soft mode nonlinear region (tl± in Fig. 15b). It should be emphasized that
these layers are slaved to the dynamics imposed by the front or the nonlinear saddle point frequency.

A smooth transition between nonlinear and linear solutions occurs at the boundary of the nonlinear balloon (Figs. 3
and 5) in the(X, k)-plane. Consider a global solution of frequencyωg. Its local linear and nonlinear wave number
brancheskl(X, ωg) andknl(X, ωg) are derived, respectively, from the curvesΩ l(k,X) = ωg andΩnl(k,X) = ωg.
A knl(X, ωg) branch is connected at the border of the nonlinear balloon to the corresponding linearkl(X, ωg) branch
at the particular stationX = Xt(ωg) for k = kt (ωg) where the pair(kt , Xt ) is defined by

ωg = Ω l(kt , Xt ) = Ωnl(kt , Xt ). (100)

As demonstrated in Sections 4.2 and 4.6, a continuous transition between linear and nonlinear wave number branches
occurs at the downstream boundary of the nonlinear region of a steep global mode and at both downstream and
upstream boundaries of the nonlinear region of a soft global mode. At a downstream boundary, theknl+ branch
prevailing in the regionX < Xt is continuously connected to thekl+ branch forX > Xt . At an upstream boundary,
transition fromkl− for X < Xt to knl− for X > Xt occurs.

WhenX → Xt from within the nonlinear region, the amplitude of the nonlinear wave train decays, nonlinearities
weaken, higher harmonics become slaved to the fundamental, and eventually a linear instability wave takes over. In
the present section, we show how the connection between linear and nonlinear solutions is achieved across a narrow
transition layer located atXt .
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Let us focus on an upstream transition layer (tl−), i.e., the solution is fully nonlinear forX > Xt and decays
exponentially forX < Xt . The same analysis applies in the downstream transition layer (tl+). The asymptotic
behavior of the nonlinear wave trainsΨ (θ; k,X) is first derived as(k,X) approaches the neutral stability boundary
of the nonlinear balloon (Section 5.5.1). This result is then used along the particular path(knl(X),X) to derive
expansions for the modulus (Section 5.5.2) and phase (Section 5.5.3) of the global mode asX ↓ Xt . This outer
expansion is shown in Section 5.5.4 to match with the inner solution prevailing in the transition layer. Finally, the
inner solution is matched in Section 5.5.5 to the outer linear WKBJ approximation prevailing in the regionX < Xt .

5.5.1. Weakly nonlinear behavior
In the nonlinear balloon of the(X, k)-plane characterized byΩ l

i (k,X) > 0, the governing equation (1) admits
local solutions of the form (50). Let us first study the behavior of the periodic functionsΨ (θ; k,X) in the(k,X)-plane
as(k,X) approaches the boundary of the nonlinear balloon, i.e.,Ω l

i (k,X) ↓ 0.
The nonlinear operatorF [ψ ] in (1) is expanded in powers ofψ so as to read

∂ψ

∂t
= L(∂x,X)[ψ ] +

∞∑
r=2

Nr (∂x,X)[ψ ], (101)

where the operatorsNr are ofrth order inψ . In all generality, eachNr depends on∂x , but to simplify the subsequent
computations, it is assumed that theNr ’s do not involve spatial derivation, i.e.,

Nr (∂x,X)[ψ ] = Nr(X)ψ
r . (102)

The results would remain valid for any nonlinear operator with spatial derivatives, but the notation and results
become unwieldy in more general cases. The method is easily extended to specific examples.

The 2π periodic functionΨ is expanded as the Fourier series

Ψ (θ; k,X) =
∑
n

Ψ (n)(k,X)einθ , (103)

whereΨ (−n) = (Ψ (n))?. Due to the invariance of the governing equation under the transformationθ → θ + Cst,
Ψ (1)(k,X) may be chosen to be real for each(k,X).

Substituting (102) and (103) into (101) yields the equations for the harmonic components ofΨ ,

∆(n)(k,X)Ψ (n)(k,X) = i
∞∑
r=2

Nr(X)
∑

n1+···+nr=n
Ψ (n1)(k,X) · · ·Ψ (nr )(k,X) (104)

with the definition

∆(n)(k,X) = nΩnl(k,X)−Ω l(nk, X).

WhenΩ l
i (k,X) ↓ 0, the term∆(1)(k,X) vanishes, whereas the∆(n)(k,X) remain finite for|n| 6= 1. Thus, in this

limit, the components with|n| 6= 1 are slaved to the fundamentaln = ±1 and scale as

Ψ (n)(k,X) =
{
O[(Ψ (1)(k,X))|n|] if n 6= 0,

O[(Ψ (1)(k,X))2] if n = 0,
(105)

whenΩ l
i (k,X) ↓ 0. The dominant terms of (104) forn = 2 read

∆(2)(k,X)Ψ (2)(k,X) = iN2(X)[Ψ
(1)(k,X)]2 +O[(Ψ (1))4], (106)
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and forn = 0,

∆(0)(k,X)Ψ (0)(k,X) = 2iN2(X)Ψ
(1)(k,X)Ψ (−1)(k,X)+O[(Ψ (1))4]. (107)

Forn = 1, Eq. (104) yields

∆(1)(k,X)Ψ (1)(k,X) = 2iN2(X)[Ψ
(2)(k,X)Ψ (−1)(k,X)+ Ψ (1)(k,X)Ψ (0)(k,X)]

+3iN3(X)|Ψ (1)(k,X)|2Ψ (1)(k,X)+O[(Ψ (1))5]. (108)

Substituting (106) and (107) into (108) yields the leading-order expression forΨ (1)

|Ψ (1)(k,X)|2 ∼ ∆(1)(k,X)

3iN3(X)− 2N2(X)2((1/∆(2)(k,X))+ (2/∆(0)(k,X)))
. (109)

Thus,

|Ψ (1)(k,X)|2 = O[∆(1)(k,X)],

and

Ψ (1)(k,X) = O[
√
Ω l

i (k,X)]. (110)

5.5.2. Asymptotic amplitude decay of outer nonlinear wave trains
The preceding results, valid for any(k,X) whenΩ l

i (k,X) ↓ 0 are now used to derive the asymptotic behavior
of the nonlinear wave train (57) of specific frequencyωg asX ↓ Xt . Let us expand the nonlinear solution (57) into
harmonic components as follows:

Ψ (θ; knl(X),X) =
∑
n

(ψ
(n)
0 (X)+ εψ

(n)
1 (X)+ · · · )exp

{
in

(
1

ε

∫ X

knl(u)du− ωgt

)}
. (111)

Then, according to (103),

ψ
(n)
0 (X) = Ψ (n)(knl(X),X)einθ0(X).

From (105) and (110) withΩ l
i (k

nl(X),X) = O(X −Xt), it follows that, for eachn 6= 0,

ψ
(n)
0 (X) = O[(X −Xt)

|n|/2] as X ↓ Xt . (112)

The asymptotic behavior ofψ(1)0 (X) for X ↓ Xt is derived from (109) as

ψ
(1)
0 (X) ∼ Ψ

(1)
0 eiθ0(X)(X −Xt)

1/2 (113)

with

|Ψ̂ (1)
0 |2 = ∆

(1)
X,t

3iN3,t − 2(N2,t )2(1/∆
(2)
t + 2/∆(0)t )

, (114)

where subscriptt means evaluation atX = Xt andk = kt = knl(Xt ), and

∆
(1)
X,t = d

dX
∆(1)(knl(X),X)

∣∣∣∣
X=Xt

.
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In the same fashion one obtains for the second harmonic

ψ
(2)
0 (X) ∼ Ψ̂

(2)
0 ei2θ0(X)(X −Xt) (115)

with, according to (106),

Ψ̂
(2)
0 = N2,t

∆
(2)
t

(Ψ
(1)
0 )2. (116)

In the bulk of the nonlinear region the harmonic spectrum is fully developed but towards the neutral stability
boundary the higher-order harmonics become slaved to the fundamental. Since the higher-order harmonics decay
faster thanΨ (1) as the neutral stability boundary is approached, the nonlinear solution is approximated by a purely
sinusoidal wave of vanishing amplitude. Matching to a linear solution in the regionX < Xt therefore becomes
possible.

5.5.3. Diverging slow phase of outer nonlinear wave trains
So far only the behavior of the amplitude asX ↓ Xt has been obtained. In this section the asymptotic behavior

of the slow phaseθ0(X) near the neutral stability boundary of the nonlinear region is computed.
Let us write the phase solvability condition (56) as

0 = dθ0

dX
〈Ψ †
θ ,L

′Ψθ 〉 + 1

2

dknl

dX
〈Ψ †
θ ,L

′′Ψθ 〉 +
〈
Ψ

†
θ ,L

′
(

dknl

dX
Ψk + ΨX

)〉
. (117)

According to (103) the nonlinear solutionΨ admits the expansion

Ψ (θ + θ0(X); knl(X),X) =
∑
n

Ψ (n)(knl(X),X)einθ0(X) einθ .

Tedious but straightforward calculations [35] based on this Fourier expansion lead to the asymptotic behavior of
the various inner products appearing in (117). One ultimately finds that

〈Ψ †
θ ,L

′Ψθ 〉 = (X −Xt)[L
′(ikt ;Xt)+ c.c.]|Ψ̂ (1)

0 |2 +O[(X −Xt)
2],

〈Ψ †
θ ,L

′′Ψθ 〉 = (X −Xt)[L
′′(ikt ;Xt)+ c.c.]|Ψ̂ (1)

0 |2 +O[(X −Xt)
2],

〈Ψ †
θ ,L

′(knl
XΨk + ΨX)〉 = 1

2[iL′(ikt ;Xt)+ c.c.]|Ψ̂ (1)
0 |2 +O[X −Xt ].

Upon substituting these results into (117), the governing equation for the slow phase at the boundary of the nonlinear
region becomes

dθ0

dX
= −1

2

1

X −Xt

ImL′(ikt ;Xt)
ReL′(ikt ;Xt) +O[(X −Xt)

0].

Hence,θ0 diverges logarithmically as

θ0(X) = −1

2

ImL′(ikt ;Xt)
ReL′(ikt ;Xt) ln(X −Xt)+ Cst +O[X −Xt ], (118)

whenX ↓ Xt .

5.5.4. Inner transition layer solution
The asymptotic matching of a finite amplitude nonlinear wave train to an exponentially decaying linear solution

takes place via a narrow inner transition layer atXt between the nonlinear and linear regions.
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Define an inner variablẽX in the neighborhood ofXt by X = Xt + ε1/2X̃. The outer solution obtained in the
previous section is rewritten in terms of this inner variable. The fast phaseθ reads

θ ≡ 1

ε

∫ Xt+ε1/2X̃

knl(u)du− ωgt = (ktx − ωgt)+ 1

2
knl
X,t X̃

2 +O(ε1/2), (119)

whereas the slow phaseθ0 of Eq. (118) is expanded as

θ0 ∼ −1

2

ImL′(ikt ;Xt)
ReL′(ikt ;Xt) ln X̃ + Cst. (120)

Thus, asX ↓ Xt , keeping only the leading-order terms in the harmonics|n| ≤ 2 of the outer solution given by (111)
yields the following expansion:

ψ ∼ ε1/4X̃1/2[Ψ̂ (1)
0 ei(θ+θ0) + c.c.] + ε1/2X̃

(
iN2,t

∆
(2)
t

[(Ψ̂ (1)
0 )2 e2i(θ+θ0) + c.c.] + iN2,t

∆
(0)
t

2|Ψ̂ (1)
0 |2

)
+O(ε3/4).

(121)

This behavior of the outer solution in terms of the inner variableX̃ suggests to expand the harmonic components
of the inner solution as

ψ ∼
∑
n

εn/4(ψ̃
(n)
0 (x, X̃)+ ε1/2ψ̃

(n)
1/2(x, X̃)+ · · · )e−inωgt (122)

with ψ̃(0)0 = 0 sinceψ(0) = O(|ψ(1)|2). Each component of the inner expansion has to be matched forX̃ → +∞
with the corresponding component of the outer expansion in the nonlinear region. Due to the presence of slow and
fast spatial scales̃X andx, the spatial derivative in the governing equation (1) now reads∂x + ε1/2∂

X̃
.

Forn = 1, the leading-order problem reads

ωgψ̃
(1)
0 = iL(∂x;Xt)[ψ̃(1)0 ].

Hence

ψ̃
(1)
0 = Ã

(1)
0 (X̃)eikt x, (123)

whereÃ(1)0 (X̃) is a slowly varying amplitude. Forn = 2, the leading-order problem reads

2ωgψ̃
(2)
0 − iL(∂x;Xt)[ψ̃(2)0 ] = iN2,t ψ̃

(1)
0 ψ̃

(1)
0 , (124)

which yields the solution

ψ̃
(2)
0 = iN2,t

∆
(2)
t

[Ã(1)0 (X̃)]2 e2ikt x . (125)

Forn = 0, the orderε1/2 problem

0 = L(∂x;Xt)[ψ̃(0)1/2] + 2N2,t |ψ̃(1)0 |2

yields

ψ̃
(0)
1/2 = 2iN2,t

∆
(0)
t

|Ã(1)0 (X̃)|2. (126)
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Forn = 1, the orderε1/2 terms read

0 = iωgψ̃
(1)
1/2 + L(∂x;Xt)[ψ̃(1)1/2] + [L′(∂x;Xt)∂X̃ + X̃LX(∂x;Xt)]ψ̃(1)0

+3N3,t |ψ̃(1)0 |2ψ̃(1)0 + 2N2,t [ψ̃
(2)
0 ψ̃

(−1)
0 + ψ̃

(0)
1/2ψ̃

(1)
0 ]. (127)

This inhomogeneous differential equation inx admits solutions forψ̃(1)1/2 only if the resonant part in eikt x of the
forcing terms vanishes. Upon using (123), (125) and (126) in (127), this leads to the solvability condition

0 = L′(ikt ;Xt)
dÃ(1)0

dX̃
+ LX(ikt ;Xt)X̃Ã(1)0 (X̃)+

(
3N3,t + 2i(N2,t )

2

(
1

∆
(2)
t

+ 2

∆
(0)
t

))
|Ã(1)0 (X̃)|2Ã(1)0 (X̃).

(128)

This amplitude equation for̃A(1)0 (X̃) is of the form

dÃ(1)0

dX̃
+ ((ar + iai)X̃ + (br + ibi)|Ã(1)0 (X̃)|2)Ã(1)0 (X̃) = 0, (129)

and its solutions are

Ã
(1)
0 (X̃)

Ã
(1)
0 (0)

= exp[−1
2(ar + iai)X̃2 − 1

2i(bi/br) ln(1 + 2br |Ã(1)0 (0)|2∫ X̃0 e−aru2
du)]√

1 + 2br |Ã(1)0 (0)|2∫ X̃0 e−aru2du
, (130)

whereÃ(1)0 (0) is the integration constant. Matching of the inner solutionψ̃
(1)
0 to the outer nonlinear solutionψ(1)0

of (113) requires that|Ã(1)0 (X̃)| ∼
√
X̃ asX̃ → +∞. This implies that

1 + 2br |Ã(1)0 (0)|2
∫ +∞

0
e−aru2

du = 0, |Ã(1)0 (0)|2 = −1

br

√
ar

π
.

With this value for|Ã(1)0 (0)| the inner solution (130) admits for̃X → +∞ the asymptotic expansion

Ã
(1)
0 (X̃) ∼

√
−ar
br
X̃ exp

i

2

[(
bi

br
ar − ai

)
X̃2 + bi

br
ln X̃ + Cst

]
. (131)

Comparison of (128) and (129) yields

ar+iai = LX(ikt ;Xt)
L′(ikt ;Xt) = −ikl

X,t , br + ibi = |Ψ̂ (1)
0 |−2

∆
(1)
X,t

iL′(ikt ;Xt) = −|Ψ̂ (1)
0 |−2

(
iknl
X,t + LX(ikt ;Xt)

L′(ikt ;Xt)
)

with |Ψ̂ (1)
0 |2 obtained in (114). Thus,

−ar
br

= |Ψ̂ (1)
0 |2, bi

br
ar − ai = knl

X,t , − bi
br

= ImL′(ikt , Xt )
ReL′(ikt , Xt )

.

This completes the proof that the fundamental component of the outer nonlinear solution given by Eq. (121)
completely matches the fundamental component of the inner weakly nonlinear solutionε1/4Ã

(1)
0 (X̃)ei(kt x−ωgt),

whereÃ(1)0 (X̃) is given by (130).
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5.5.5. Matching to the outer linear solution
AsX ↑ Xt , the outer linear WKBJ approximation (39) reads, at leading order,

ψ ∼ Al
0(Xt )ei(kt x−ωgt) exp

(
i

2
kl
X,t X̃

2
)

+ c.c., (132)

when expressed in terms of the inner variableX̃. Using (130), the asymptotic behavior of the inner solution as
X̃ → −∞ yields

ψ ∼ ε1/4 Ã
(1)
0 (0)√

2
ei(kt x−ωgt) exp

(
−ar + iai

2
X̃2 − i

2

bi

br
ln 2

)
+ c.c. (133)

Sincear + iai = −ikl
X,t , both expansions (132) and (133) asymptotically match provided that

Al
0(Xt ) = ε1/4 Ã

(1)
0 (0)√

2
e−ibi (ln 2)/2br .

Thus, at leading order, the weakly nonlinear inner expansion (133) exactly matches the outer linear WKBJ approx-
imation (39). In the inner transition layer the slaved higher-order harmonics scale asε|n|/4 and automatically match
their slaved counterparts in the outer linear region.

6. Conclusions

It has been demonstrated that a wide class of one-dimensional nonlinear evolution equations with spatially varying
coefficients may support two types of fully nonlinear self-sustained global modes in a doubly infinite domain. Steep
global modes are triggered by the presence of a sharp stationary front located at the upstream transition point between
local convective and absolute instability. This front acts as a source and imposes its real absolute frequency to the
entire medium. Soft global modes are due to the presence of a saddle point of the local nonlinear dispersion relation
which again acts as a source and imposes its frequency to the entire medium, as given by saddle point conditions.

A necessary condition for the occurrence of either of these modes is the existence of a region of local absolute
instability. Recall that linearly unstable global modes given by a complex saddle point of the local linear dispersion
relation [7,25,30] also require a range of local absolute instability. But, this range must in general be of finite
extent whereas nonlinear global modes exist, however small the AU domain. The relationship between linear global
instability and the existence of fully nonlinear global modes is non-trivial: in the generic case, nonlinear global
instability does not coincide with linear global instability. The nature of the various global bifurcation scenarios
constitute the major result of the present investigation. Steep global modes occur right at local absolute instability
onset below the linear global instability threshold, via a saddle-node bifurcation, while the medium is still linearly
globally stable.

Soft global modes generically do not appear at local absolute instability onset but only for a sufficiently large
domain of local absolute instability. Furthermore, they are more likely to be observed in systems with weak advection.
It is essential to note that steep and soft global modes are mutually exclusive, as dictated by the relative magnitude
of their respective frequencies. The existence and selection of either kind of global modes has been confirmed by
direct numerical simulations of the CGL equation with varying coefficients for small but finite values ofε. As a
word of caution, it should be stated that soft global modes are likely to be more fragile than their steep counterparts.
They may become unstable whenever the region of local absolute instability protrudes beyond the central nonlinear
regions, in the tails of the extended wave packet. This lack of robustness is all the more acute as the WKBJ limit
ε = 0 is approached.
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In several physical systems [1,37] linear and nonlinear global instabilities have been found to occur at the
same value of the global control parameter. This peculiar feature takes place in situations where the entire spatial
dependence is accounted for in a single real spatially varying parameter, sayR(X), which displays an extremum
at a real positionXmax such that dR(Xmax)/dX = 0. Under these circumstances, the local linear dispersion
relation is necessarily of the formΩ l(k,X) = Ω l

?[k, R(X)] and the local absolute frequency is readily obtained
asω0(X) = ω0?[R(X)]. The real stationXmax is then simultaneously associated with a maximum ofω0,i(X) and
with a saddle pointXl

s of ω0(X).
The analytical structure underlying the spatial distribution of steep and soft global modes has been systematically

derived in the WKBJ approximationε � 1. It has been shown that for a wide class of one-dimensional evolution
equations the various inner layers and outer regions may be matched together to arrive at a consistent description
valid over the entire spatial domain. In particular, higher-order frequency corrections have been obtained.

It should be emphasized that the different transition scenarios depend on the precise form of the linear and
nonlinear dispersion relations. Due to the number of parameters required to specify the spatial variations of the
medium, only situations of physical significance have been presented and a comprehensive survey of all possible
configurations has not been attempted.

This study has been undertaken in order to understand the nature of synchronized structures in real slowly
varying open shear flows. In the latter framework, the local linear dispersion relation is obtained from the Rayleigh
or the Orr–Sommerfeld equation, whereas the local nonlinear dispersion relation requires the computation of finite
amplitude structures in a streamwise periodic interval. In this context, steep global modes may be constructed as
reported elsewhere [35,36].
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